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LEARNING IN THE TEMPORAL DIMENSION

Hamilton Equations of Lifelong Learning

No Institute Given

Abstract. This papers gives foundations of lifelong learning in the frame-
work of Bellman’s principle of dynamic programming. The exploration
of optimality naturally leads to the conception of a more general game
theory framework which properly controls the mechanisms of focus of at-
tention. We show that there exist optimal lifelong learning computational
models at the light of the proposed focus game, where the environmen-
tal information is properly filtered to produce an internal representation
that is suitable for the learning agent.

1 Introduction

2 Dynamic programming

Many significant lifelong learning problems can be formulated by the dynamical
system

ẋ(t) = f(x(t), w(t), t), (1)

on the horizon [0, T ], where x 2 X ⇢ Rn. Its generality makes it suitable for
describing laws of nature for participles as well as for the activations of neurons.
The system is often paired with the objective functional

J[0,T ](w) = JT +

Z
T

0
dt L(x(t), w(t), t), (2)

where w : [0, T ] ! Rm is a control function whose purpose is to achieve important
properties of J , like its minimum or, whenever possible, its stationarity. While
Eq. (1) and Eq. (2) express a very general explicit dependence on t, the primary
interest in this paper is for the case in which f(x(t), w(t), t) = f(x(t), w(t), u(t))
where u : [0, T ] ! Rm is the external input. The explicit presence of JT < 1
indicates explicitly that 0 < J[0,T ](w) < 1. Basically, we want to solve

w
? = arg min

w

J[0,T ](w). (3)

This problem is somewhat in between classic optical control and di↵erential
games[1]. In optimal control, the explicit dependence on t is mostly regarded as
a stochastic process, whereas in di↵erential games w and u are regarded as the
actions of two players the task of which is that of minimizing and maximizing J ,
respectively. We will also consider the case in which we remove the lower bound
on J and consider its stationarity, which in fact we will show to include classic
mechanics.
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ẋ(t) = f(x(t), w(t), u(t))
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J[0,T ] = JT +

Z T

0
dt L(x(t), w(t), u(t))

birth: the single reset death <latexit sha1_base64="J+AiKsfd1boNaIRsorq9pPRnZhA=">AAACr3icbVHLjtMwFHXCawiPKbBkY1FVakWnShACFoM0KhuEZjGM2ulISRpcx2mtcR6yb2gry7/HB7Djb3DaCM2DK/nq+J77OL5eVIIr8P0/jnvv/oOHjw4ee0+ePnt+2Hnx8kKVtaRsSktRyssFUUzwgk2Bg2CXlWQkXwg2W1x9afjZTyYVL4sJbCsW52RZ8IxTAjaUdH71viU69IeT2ODP2OKJwW9xxAtItG/mzTUFHOHT/qYPg+G6cbV1A6+nI5njU9PfDNeD4zGOJF+ugEhZrvH5v57H2DI4yiShOjhic30UCasuJXhijG6x8Xq2wg7NYNuU7NPH1/koLUFvjJ1sZWY3xFgtkHS6/sjfGb4LghZ0UWtnSee37UjrnBVABVEqDPwKYk0kcCqY8aJasYrQK7JkoYUFyZmK9W7fBvdsJMVZKe0pAO+i1ys0yZXa5gubmRNYqdtcE/wfF9aQfYo1L6oaWEH3g7JaYChx83k45ZJREFsLCJXcasV0ReyywH6xZ5cQ3H7yXXDxbhR8GAXf33dPxu06DtBr9Ab1UYA+ohP0FZ2hKaLO0Dl3QidyA3fmzt0f+1TXaWteoRvm8r+GIMvK</latexit>

t
<latexit sha1_base64="7JbV6BPWmJ+9SbMT7oPorRCKWLU=">AAACr3icbVHLjtMwFHXCawiPKbBkY1FVakWnShACFoM0KhuEZjGM0ulISRocx2mtcR6yb2grK7/HB7Djb3DaCM2DK/nq+J77OL5OKsEVuO4fy753/8HDRwePnSdPnz0/7L14eaHKWlI2o6Uo5WVCFBO8YDPgINhlJRnJE8HmydWXlp//ZFLxsvBhW7EoJ8uCZ5wSMKG492vwLdaBO/ajBn/GBvsNfotDXkCs3WbRXlPAIT4dboYwGq9bVxs3cgY6lDk+bYab8Xp0PMWh5MsVECnLNT7/1/MYGwaHmSRUe0dsoY9CYdSlBPtNozvcOANTYYZmsG1L9unT63yYlqA3jZlsZGY3xBgtftzruxN3Z/gu8DrQR52dxb3fpiOtc1YAFUSpwHMriDSRwKlgjRPWilWEXpElCwwsSM5UpHf7bvDARFKcldKcAvAuer1Ck1ypbZ6YzJzASt3m2uD/uKCG7FOkeVHVwAq6H5TVAkOJ28/DKZeMgtgaQKjkRiumK2KWBeaLHbME7/aT74KLdxPvw8T7/r5/Mu3WcYBeozdoiDz0EZ2gr+gMzRC1xta5FVih7dlze2H/2KfaVlfzCt0wm/8FVaDLqg==</latexit>

T
<latexit sha1_base64="8Y6qTOBUhQnioWlASUL4K9BLCTA=">AAACr3icbVHLjtMwFHXCawiPKbBkY1FVakWnShACFoM0KhuEZjGM2ulISRpcx2mtcR6yb2gry7/HB7Djb3DaCM2DK/nq+J77OL5eVIIr8P0/jnvv/oOHjw4ee0+ePnt+2Hnx8kKVtaRsSktRyssFUUzwgk2Bg2CXlWQkXwg2W1x9afjZTyYVL4sJbCsW52RZ8IxTAjaUdH71viU69IeT2ODP2OKJwW9xxAtItG/mzTUFHOHT/qYPg+G6cbV1A6+nI5njU9PfDNeD4zGOJF+ugEhZrvH5v57H2DI4yiShOjhic30UCasuJXhijG6x8Xq2wg7NYNuU7NPH1/koLUFvjJ1sZWY3xFgtftLp+iN/Z/guCFrQRa2dJZ3ftiOtc1YAFUSpMPAriDWRwKlgxotqxSpCr8iShRYWJGcq1rt9G9yzkRRnpbSnALyLXq/QJFdqmy9sZk5gpW5zTfB/XFhD9inWvKhqYAXdD8pqgaHEzefhlEtGQWwtIFRyqxXTFbHLAvvFnl1CcPvJd8HFu1HwYRR8f989GbfrOECv0RvURwH6iE7QV3SGpog6Q+fcCZ3IDdyZO3d/7FNdp615hW6Yy/8CHxDLhg==</latexit>

0

neither training nor test!

How big the lifespan is supposed to be? Virtually infinite?Genetic inheritance?

environmental interactions

Time-continuous model
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A HJB equations

Let us consider14 of the Value Function V : [0, T ] ⇥ X ! R : (t, ⇠) 7! V (t, x)

V (t, x) := JT + min
w

Z
T

t

ds L(⇠(s), w(s), s). (120)

Here, ⇠(s) is the trajectory in [t, T ] driven by

⇠̇(s) = f(⇠(s), w(s), s) (121)

which begins with ⇠(t) = x. Function V is sometimes also referred to as the
cost-to-go. Here JT � 0 is the final value that might be regarded as

JT =

Z 1

T

ds L(⇠(s), w(s), s).

Basically, the introduction of JT leads to consider the special case in which
T = 1 when there exists the integral V (t, x) := minw

R 1
t

ds L(⇠(s), w(s), s).
We begin with a couple of premises on (f, L) that are very important in the
following.

– The mentioned case of Mechanics is a classic example in which the action,
in general, does not admit minimum.

– Function f and L are supposed to be continuous and di↵erentiable with re-
spect to x, w whereas we make no assumption on the continuity with respect
to t.

The optimum is determined by using Bellman’s principle. Given �t > 0, we
want to see the relationship between the value function at t and at t+�t, where
the optimal value on the trajectory x

? is correspondently moved to x
? + �x

?.
We have

V (t, x?)= min
w([t,T ])

✓
V (t + �t, x + �x) +

Z
t+�t

t

ds L(x(s), w(s), s),

◆

and look for the control policy w
?([0, T ]) over [0, T ]. If we apply Bellman’s prin-

ciple we get

V (t, x?)= V (t + �t, x
? + �x

?) + min
w([t,t+�t])

L(x(t), w(t), t)�t + o(�t)

= V (t, x?) + Vs(t, x
?)�t + Vx(t, x

?)�x
? + o(�x

?) + o(�t)

+ min
w([t,t+�t])

L(x(t), w(t), t)�t,

14 In this paper we overload the notation by using a symbol like x to denote a variable
as well as the corresponding function which return it at time t.
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VALUE FUNCTION
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0
<latexit sha1_base64="emyQ09yFE/BzXae4eDObfzlrUgM=">AAACMnicbVDLSgMxFM3UVx1fVZdugqXQopSZIupGEN3UXYW2Cp1aMumdNjTzIMnIlGG+yY1fIrjQhSJu/QjT2oWvA4GTc+4lOceNOJPKsp6M3Nz8wuJSftlcWV1b3yhsbrVlGAsKLRryUFy7RAJnAbQUUxyuIwHEdzlcuaPziX91C0KyMGiqcQRdnwwC5jFKlJZ6hYvSoJxUThxPEJraWVrLcHKTOpFgPmS4UW5WcIIdDqQvVTi9m6V2L1UZ3sP1crKveZJVTiyz2SsUrao1Bf5L7BkpohkavcKD0w9p7EOgKCdSdmwrUt2UCMUoh8x0YgkRoSMygI6mAfFBdtNp5AyXtNLHXij0CRSeqt83UuJLOfZdPekTNZS/vYn4n9eJlXfcTVkQxQoC+vWQF3Os00/6w30mgCo+1oRQwfRfMR0S3Z7SLZu6BPt35L+kXavah1X78qB4ejarI4920C4qIxsdoVNURw3UQhTdoUf0gl6Ne+PZeDPev0ZzxmxnG/2A8fEJ8fum4Q==</latexit>
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<latexit sha1_base64="qYunXHv90itvLIsvlsFWwM55Yv0=">AAACMnicbVDLahsxFNU4aZtMH5m2y25EjMGmxcyYkHZjCOnG3TngF3hco5Hv2CKaB9KdMmaYb8omX1LoIlm0hG77EZEfi8TpAcHROfcinROkUmh03Rursrf/7PmLg0P75avXb46ct+8GOskUhz5PZKJGAdMgRQx9FChhlCpgUSBhGFx+XfnDH6C0SOIeLlOYRGwei1BwhkaaOt9q83reaPuhYrzwyqJV0vx74adKRFDSbr3XoDn1JbCZxmR9t2uDaYEl/Ug79fyT4XnZaLs2Tp2q23TXoE+JtyVVskV36vz0ZwnPIoiRS6b12HNTnBRMoeASStvPNKSMX7I5jA2NWQR6Uqwjl7RmlBkNE2VOjHStPtwoWKT1MgrMZMRwoXe9lfg/b5xh+GVSiDjNEGK+eSjMJDXpV/3RmVDAUS4NYVwJ81fKF8y0h6Zl25Tg7UZ+Sgatpnfa9C5Oqmfn2zoOyAdyTOrEI5/JGemQLukTTq7IL/Kb/LGurVvrzvq7Ga1Y25335BGsf/ciiqcB</latexit>

t cost to go
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APPENDIX

A HJB equations

Let us consider14 of the Value Function V : [0, T ] ⇥ X ! R : (t, ⇠) 7! V (t, x)

V (t, x) := JT + min
w

Z
T

t

ds L(⇠(s), w(s), s). (120)

Here, ⇠(s) is the trajectory in [t, T ] driven by

⇠̇(s) = f(⇠(s), w(s), s) (121)

which begins with ⇠(t) = x. Function V is sometimes also referred to as the
cost-to-go. Here JT � 0 is the final value that might be regarded as

JT =

Z 1

T

ds L(⇠(s), w(s), s).

Basically, the introduction of JT leads to consider the special case in which
T = 1 when there exists the integral V (t, x) := minw

R 1
t

ds L(⇠(s), w(s), s).
We begin with a couple of premises on (f, L) that are very important in the
following.

– The mentioned case of Mechanics is a classic example in which the action,
in general, does not admit minimum.

– Function f and L are supposed to be continuous and di↵erentiable with re-
spect to x, w whereas we make no assumption on the continuity with respect
to t.

The optimum is determined by using Bellman’s principle. Given �t > 0, we
want to see the relationship between the value function at t and at t+�t, where
the optimal value on the trajectory x

? is correspondently moved to x
? + �x

?.
We have

V (t, x?)= min
w([t,T ])

✓
V (t + �t, x + �x) +

Z
t+�t

t

ds L(x(s), w(s), s)

◆

and look for the control policy w
?([0, T ]) over [0, T ]. If we apply Bellman’s prin-

ciple we get

V (t, x?)= V (t + �t, x
? + �x

?) + min
w([t,t+�t])

L(x(t), w(t), t)�t + o(�t)

= V (t, x?) + Vs(t, x
?)�t + Vx(t, x

?)�x
? + o(�x

?) + o(�t)

+ min
w([t,t+�t])

L(x(t), w(t), t)�t,

14 In this paper we overload the notation by using a symbol like x to denote a variable
as well as the corresponding function which return it at time t.
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where x
? = x(t). On the optimal trajectory we have �x

? = f(x?
, w

?
, t)�t +

o(�t), where w
? = arg minw V (t, x?). Hence, the previous equation can be re-

written as

o(�t) = Vx(t, x
?)·f(x?

, w
?
, t)�t + Vs(t, x

?(t))�t + min
w([t,t+�t])

L(x(t), w(t), t)�t

Now, as �t ! 0 we have minw([t,t+�t])  minw(t). Let ! := w(t). Then we get

Vs(t, x
?) = � min

!

✓
L(x?

, !, t) + Vx(t, x
?) · f(x?

, !, t)

◆
. (122)

From this analysis, we are now ready to state the following theorem.

Theorem 14. Suppose we are given the optimization problem on the value func-
tion defined by eq. (120) with the terminal boundary condition 8x 2 Rn : V (T, x) =
g(x). If we define15

H(x, p, s) := min
!

�
L(x, !, s) + p · f(x, !, s)

�
, (123)

then any optimal trajectory satisfies the Hamilton-Jacobi-Bellman (HJB) equa-
tions

Vs(t, x
?) + H(x?

, Vx(t, x
?), t) = 0. (124)

The previous discussion on the adoption of the Bellman’s principle holds for any
x 2 Rn at time T . When considering that H is defined by Eq. (123), the above
equation is a partial di↵erential equation

Vs(t, x) + H(x, Vx, t) = 0

on V (t, x) which can be solved under the respect of the terminal condition
V (T, x) = g(x). The solution of this PDE returns V (t, x) that can be deter-
mined along with the optimal policy w

? = arg min!

�
L(x, !, s) + p · f(x, !, s)

�
.

Now we put forward properties that arises from the bias independence prop-
erty of shifting the Lagrangian with a constant term, that is L L̃ := L + c.

Proposition 5. If we shift the Lagrangian, that is L L̃ := L + c then:

i. The optimal solution w
? is the same and Ṽ (t, x) = c(T � t) + V (t, x);

ii. The same shift holds for the Hamiltonian, that is H̃(x, p, t) = H(x, p, t) + c.

Proof. [i]: The optimal solution is clearly independent of the shift with term c.
Moreover, then the value function becomes

Ṽ (t, x) = J̃T +

Z
T

t

ds
�
c + L(x(s), w(s), s)

�
= c(T � t) +

Z
T

t

ds
�
L(x(s), w(s), s)

�

= c(T � t) + JT

Z
T

t

ds
�
L(x(s), w(s), s) = c(T � t) + V (t, x).

15 In general we need to replace min with stat.
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Z
T
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ds
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Z
T
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T
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ds
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T
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15 In general we need to replace min with stat.
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satisfy the Hamiltonian invariance expressed by the Poisson’s brackets H(x(t), p(t)) =
{H, H} = 0. We have that the null total derivative

d

dt
H(x(t), p(t)) = Hx(x(t), p(t)) · ẋ(t) + Hp(x(t), p(t)) · ṗ(t) = 0

holds for all t 2 (0, T ), which leads to conclude that H(x(t), p(t)) ⌘ 0 in the
interval. In the following we want to see if this fundamental property holds also
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holds for all t 2 (0, T ), which leads to conclude that H(x(t), p(t)) ⌘ 0 in the
interval. In the following we want to see if this fundamental property holds also
in the case in which the Hamiltonian is time-dependent. We will address this
issue by using the method of characteristics.

B Method of characteristics

The HJB approach to optimization assumes that one knows the boundary con-
ditions at the end-point of the interval. Unfortunately, in that form, they are
neither useful for conception nor for the understanding of learning schemes Now
we will shown that classic Hamiltonian dynamics that satisfies the HJB equa-
tions for time-independent Hamiltonians also works for the general case of time-
variant Hamiltonians.

Hamiltonian dynamics is sufficient

Let us consider the following (HJ) initial-point problem

(HJ)

(
Vs(t, x) + H(x, Vx(t, x, t) = 0.

V (0, x) = g(x).
(162)

We want to convert this PDE problem into an ODE that can open a dramatically
di↵erent computational perspective. We use the method of characteristic. Now,
let us introduce the co-state p as p := Vx and consider the total derivative18 of
its  coordinate

ṗ
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· ẋi. (163)

Now, if V solves (HJ) then

Vxt
(x, t) = �Hx

(x, Vx(x, t), t) � Hpi
(x, Vx(x, t), t) · Vxix

(x, t).

Now if we plug Vxt
(x, t) in Eq. (163) we get

ṗ
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(t) = Vxt
(t, x(t)) + Vxxi
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ẋi(t) � Hpi

(x(t), Vx(x(t), t)| {z }
p(t)

, t)
�

· Vxxi
(t, x(t)).

(164)

18 We use Einstein notation.
C. HAMILTON EQUATIONS AND LAGRANGIAN MULTIPLIERS 51

Now we can promptly see that the following choice

(H)

(
ẋ(t) = Hp(x(t), p(t), t)

ṗ(t) = �Hx(x(t), p(t), t)
(165)

is su�cient to satisfy Eq. (164).
Now we prove that if we can solve (H) there is in fact an appropriate initial-

ization which leads to solve also (BH) (Eq. 162). In a sense, it is su�cient that
(H) holds true to solve (HJ). Suppose we initialize with p

0 = gx(x0) and solve
(H) with x(0) = x

0 and p
0 = gx(x0). Now let us express

d

dt
V (x(t), t) = Vt(t, x(t)) + Vx(t, x(t)) · ẋ(t)

= �H(x(t), p(t), t) + p(t) · Hp(x(t), p(t), t).
(166)

We also have V (0, x(0)) = V (0), x0 = g(x0) and, therefore, if we integrate over
t we get

V (t, x(t)) = g(x0) +

Z
t

0
ds(�H(x(s), p(s), s) + Hp(x(s), p(s), s) · p(s)). (167)

From this analysis we can relate HJB equations to the ODE Hamiltonian equa-
tions as stated in the following theorem.

Theorem 16. Let us consider the minimization problem defined by (153) with
initial conditions V(0,x)=g(x). Then, like for Theorem 14, the optimal solution
w

? is determined by eq. 156. Moreover, the two conjugated variables x, p that
satisfy ODE (165) are also solutions of the initial (HJ) problem (162).

The analysis that arises from the method of characteristics establishes a deep
connection between the solution of the (HJB) equations and the (H) Hamiltonian
equations regardless of the given formulation as a Cauchy problem. In particular,
if we know the value of p(T ) then we can establish the optimality.

Theorem 17. Let us consider the minimization problem defined by (153) with
boundary conditions x(0) = x0 and p(T ) = pT . Then the solution of ODE (165)
is also the solution HJB problem (157), that is the solution of the minimization
problem (153).

C Hamilton equations and Lagrangian multipliers

A possible way to attack the the optimization of (2) under the constraint (1) is
to use the Lagrangian approach and find the stationary points of

JL = JT +

Z
T

0
dt

✓
L
�
x(t), w(t), t

�
+ �(t) ·

�
f(x(t), w(t), t)) � ẋ(t)

�◆
. (168)
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NON-HOLONOMIC CONSTRAINTS

Hamilton Equations of Lifelong Learning

No Institute Given

Abstract. This papers gives foundations of lifelong learning in the frame-
work of Bellman’s principle of dynamic programming. The exploration
of optimality naturally leads to the conception of a more general game
theory framework which properly controls the mechanisms of focus of at-
tention. We show that there exist optimal lifelong learning computational
models at the light of the proposed focus game, where the environmen-
tal information is properly filtered to produce an internal representation
that is suitable for the learning agent.

1 Introduction

2 Dynamic programming

Many significant lifelong learning problems can be formulated by the dynamical
system

ẋ(t) = f(x(t), w(t), t), (1)

on the horizon [0, T ], where x 2 X ⇢ Rn. Its generality makes it suitable for
describing laws of nature for participles as well as for the activations of neurons.
The system is often paired with the objective functional

J[0,T ](w) = JT +

Z
T

0
dt L(x(t), w(t), t), (2)

where w : [0, T ] ! Rm is a control function whose purpose is to achieve important
properties of J , like its minimum or, whenever possible, its stationarity. While
Eq. (1) and Eq. (2) express a very general explicit dependence on t, the primary
interest in this paper is for the case in which f(x(t), w(t), t) = f(x(t), w(t), u(t))
where u : [0, T ] ! Rm is the external input. The explicit presence of JT < 1
indicates explicitly that 0 < J[0,T ](w) < 1. Basically, we want to solve

w
? = arg min

w

J[0,T ](w). (3)

This problem is somewhat in between classic optical control and di↵erential
games[1]. In optimal control, the explicit dependence on t is mostly regarded as
a stochastic process, whereas in di↵erential games w and u are regarded as the
actions of two players the task of which is that of minimizing and maximizing J ,
respectively. We will also consider the case in which we remove the lower bound
on J and consider its stationarity, which in fact we will show to include classic
mechanics.
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We also have V (0, x(0)) = V (0), x0 = g(x0) and, therefore, if we integrate over
t we get

V (t, x(t)) = g(x0) +

Z
t

0
ds(�H(x(s), p(s), s) + Hp(x(s), p(s), s) · p(s)). (131)

From this analysis we can relate HJB equations to the ODE Hamiltonian equa-
tions as stated in the following theorem.

Theorem 17. Let us consider the minimization problem defined by (118) with
initial conditions V(0,x)=g(x). Then, like for Theorem 15, the optimal solution
w

? is determined by eq. 121. Moreover, the two conjugated variables x, p that
satisfy ODE (129) are also solutions of the initial (HJ) problem (126).

The analysis that arises from the method of characteristics establishes a deep
connection between the solution of the (HJB) equations and the (H) Hamiltonian
equations regardless of the given formulation as a Cauchy problem. In particular,
if we know the value of p(T ) then we can establish the optimality.

Theorem 18. Let us consider the minimization problem defined by (118) with
boundary conditions x(0) = x0 and p(T ) = pT . Then the solution of ODE (129)
is also the solution HJB problem (122), that is the solution of the minimization
problem (118).

C Hamilton equations and Lagrangian multipliers

A possible way to attack the the optimization of (2) under the constraint (1) is
to use the Lagrangian approach and find the stationary points of

JL = JT +

Z
T

0
dt

✓
L
�
x(t), w(t), t

�
+ �(t) · (f(x(t), w(t), t)) � ẋ(t)

◆
. (132)

We introduce the Hamiltonian on the optimal trajectory by setting

H
�
x(t), �(t), w(t), t

�
:= L

�
x(t), w(t), t

�
+ �(t) · f(x(t), w(t), t),

in such a way to re-write JL as

JL = JT +

Z
T

0
dt

✓
H(x(t), �(t), w(t), t) � �(t) · ẋ(t)| {z }

Lx

◆
. (133)

Now, for the purpose of determining a stationary solution of JL, if we use by part
integration, we can promptly see that we can replace �(t) · ẋ(t) with ��̇(t) ·x(t).
We have

Z
T

0
dt �(t) · ẋ(t) =


�(t) · x(t)

�T

0

�
Z

T

0
dt �̇(t) · x(t)
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integration, we can promptly see that we can replace �(t) · ẋ(t) with ��̇(t) ·x(t).
We have

Z
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0
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We also have V (0, x(0)) = V (0), x0 = g(x0) and, therefore, if we integrate over
t we get

V (t, x(t)) = g(x0) +

Z
t

0
ds(�H(x(s), p(s), s) + Hp(x(s), p(s), s) · p(s)). (131)

From this analysis we can relate HJB equations to the ODE Hamiltonian equa-
tions as stated in the following theorem.

Theorem 17. Let us consider the minimization problem defined by (118) with
initial conditions V(0,x)=g(x). Then, like for Theorem 15, the optimal solution
w

? is determined by eq. 121. Moreover, the two conjugated variables x, p that
satisfy ODE (129) are also solutions of the initial (HJ) problem (126).

The analysis that arises from the method of characteristics establishes a deep
connection between the solution of the (HJB) equations and the (H) Hamiltonian
equations regardless of the given formulation as a Cauchy problem. In particular,
if we know the value of p(T ) then we can establish the optimality.

Theorem 18. Let us consider the minimization problem defined by (118) with
boundary conditions x(0) = x0 and p(T ) = pT . Then the solution of ODE (129)
is also the solution HJB problem (122), that is the solution of the minimization
problem (118).

C Hamilton equations and Lagrangian multipliers

A possible way to attack the the optimization of (2) under the constraint (1) is
to use the Lagrangian approach and find the stationary points of

JL = JT +

Z
T

0
dt

✓
L
�
x(t), w(t), t

�
+ �(t) · (f(x(t), w(t), t)) � ẋ(t)

◆
. (132)
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Hence we need to determine a stationary solution we also consider

JL(x, �) = JT�

x(t)·�(t)

�T

0

+

Z
T

0
dt
�
H
�
x(t), �(t), w(t), t

�
+ x(t) · �̇(t)

| {z }
L�

�
. (134)

When using the Euler-Lagrange equations on functional JL it is convenient to
use both its representations given by eq. (133) and eq. (134). We get

0 =
d

dt
Lx

ẋ
� Lx

x
! �̇(t) + Hx(x(t), �(t), w(t), t) = 0

0 =
d

dt
L�

�̇
� L�

�
! ẋ(t) � H�(x(t), �(t), w(t), t) = 0

0 =
d

dt
L�

ẇ
� L�

w
! Hx(x(t), �(t), w(t), t) = 0.

Clearly, the last equation can also be found by using Lx

x
. The third condition

leads to marginalize w. In particular, when the stationary point corresponds
with a minimum we have

H(x, �, t) = min
w

H(x, �, w, t). (135)

Finally, this leads to the Hamiltonian equations

(
�̇(t) = �Hx(x(t), �(t), t)

ẋ(t) = �H�(x(t), �(t), t).
(136)

We notice in passing that eq. (??) corresponds with eq. (131). Basically, the
Lagrangian multiplier � is formally equivalent to the co-state p.
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Lx

◆
. (133)

Now, for the purpose of determining a stationary solution of JL, if we use by part
integration, we can promptly see that we can replace �(t) · ẋ(t) with ��̇(t) ·x(t).
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CHARACTERISTIC EQUATIONS OF HJB 
HAMILTONIAN “LAWS”

4

Remark 1. The two arguments u, t in H(x, p, w, u, t) and H(x, p, u, t) comes from
the need to express the time-dependence due to the environmental interaction
(argument u) and the explicit temporal evolution of the Lagrangian3. For the
sake of simplicity, in the remainder of the paper, sometimes, we will aggregate
the explicit temporal dependence on

H(x(t), p(t), u(t), t| {z }
t

) ⇠ H(x(t), p(t), t).

We are ready to establish the following result concerning learning agent L. In
the following, we assume that L(x(t), w(t), t) = e

��(T�t)L(x(t), w(t)).

Theorem 1. Let us assume that the learning of agent L can be framed as the
minimization of R[0,T ]. The optimal policy w

? = arg min R[0,T ](w) is determined
by

w
?(t) = arg min

w

�
L(x(t), w(t), t) + p · f(x(t), w(t), u(t))

�
(11)

where the state x and the co-state p satisfy
(

ẋ(t) = Hp(x(t), p(t), u(t), t) = f(x(t), w(t), u(t))

ṗ(t) = �Hx(x(t), p(t), u(t), t),
(12)

under the boundary conditions4 x(0) = x0 and p(T ) = pT = Vx(T, x(T )).

Proof. The proof comes as a straightforward application of characteristic equa-
tions (see Appendix A, Theorem 23).

Now we prove that we can always reformulate the learning problem by the
introduction of appropriate auxiliary variables that make it possible to determine
w

? as expressed by eq. (11), by an explicit close form.

Theorem 2. Let v := ẇ the velocity of the previously defined control variable.
The learning problem can be reformulated by the new Lagrangian

L(x, w, t) L(⇠, w|{z}
x

, t) +
1

2
mv

2 (13)

along with the dynamical system
(

ẋ(t) = f(x(t), v(t), t)

ẇ(t) = v(t).
(14)

The control law obeys the equation

v
?

i
(t) = � pi

mi

(t) ! w
?

i
(t) = � 1

mi

Z
t

0
ds pi(s) (15)

3 See term e
�t in Eq. (7).

4 Notice that we do not need the knowledge of x(T ).
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Theorem 2. Let v := ẇ the velocity of the previously defined control variable.
The learning problem can be reformulated by the new Lagrangian

L(x, w, t) L(⇠, w|{z}
x

, t) +
1

2
mv

2 (13)

along with the dynamical system
(
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9. CASE STUDIES 19

makes it explicit the required relationship between H and H̃. The symmetry
requires that

p(t) = Vx(t, x(t)) = e
��(T�t)

g(p, !, u)

x(t) = Ṽp(t, p(t)) = e
��(T�t)

f(x, w, u).
(45)

While keeping consistency is generally di�cult, the special case H(x, p, u, t) ' 0
and H̃(p, x, u, t) ' 0 dramatically simplifies the computational structure.

Now let us consider the function

C(x, p, w, u, t) :=
1

2
H2(x, p, w, u, t)

+
1

2

�
Hp(x, p, w, u, t) + H̃x(p, x, !, u, t)

�2

+
1

2

�
Hx(x, p, w, u, t) + H̃p(p, x, !, u, t)

�2

C̃(x, p,!, u, t) :=
1

2
H̃2(x, p,!, u, t)

+
1

2

�
Hp(x, p, w, u, t) + H̃x(p, x, !, u, t)

�2

+
1

2

�
Hx(x, p, w, u, t) + H̃p(p, x, !, u, t)

�2

(46)

the actual computation of the two Hamiltonian functions and their consis-
tency

9 Case studies

9.1 LQ problem

As an example of application of the HJB equations let us consider the following
LP problem, where

ẋ = Ax + Bw (47)

and

L(x, w, t) =
1

2
x

0
Qx +

1

2
w

0
Rw (48)

solution by using HJB eqs

In order to solve the optimization problem we assume that

V (t, x) =
1

2
x

0
P (t)x. (49)

Furthermore we look for p such that p = Px. Now the optimal control strategy
is given by

w
? = min

w

✓
1

2
x

0
Qx +

1

2
w

0
Rw + p

0(Ax + Bw)

◆

= �R
�1

B
0
p = �R

�1
B

0
Px := Fx.

(50)
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1

2
x

0
Qx +

1

2
w

0
Rw + p

0(Ax + Bw)

◆

= �R
�1

B
0
p = �R

�1
B

0
Px := Fx.

(50)
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This makes it possible to determine the Hamiltonian

H(x, p, w)
��
w?

=
1

2
x

0
Qx +


1

2
w

0
Rw + p

0 ·
�
Ax + Bw

��

w?

=
1

2
x

0
Qx +

1

2
(R�1

B
0
p)0

R(R�1
B

0
p) � p

0 ·
�
Ax + B(R�1

B
0
p)
�

=
1

2
x

0
Qx +

1

2
p

0
BR

�1
B

0
| {z }

S

p � p
0 ·

�
Ax + BR

�1
B

0
p
�

=
1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax

(51)

The control strategy based on w
? acts as a feedback control by the state and

transforms the dynamics of system (48) into

ẋ = (A + BF )x.

Once the Hamiltonian is known (see eq. 51) we can write down the HJB equation

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax =

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
x

0
P

0
SPx + x

0
P

0
Ax = 0.

If P is symmetric we have7 A
0
P = PA and since the above equation holds for

any x we get
Ṗ + Q + PA + A

0
P � PSP = 0. (52)

When solving with respect to P we get the solution of the problem.

solution by using Hamilton equations

Notice that we can achieve the same result when applying the characteristic
equations. When considering the Hamiltonian we have

ẋ = Ax + Bw = Ax � BR
�1

B| {z }
S

p

ṗ = �Qx � A
0
p.

(53)

When considering the circuital assumption p = Px we get ṗ = Ṗ x + Pẋ. From
the state equation Pẋ = PAx � PSPx and, therefore,

ṗ = �Qx � A
0
Px = Ṗ x + PAx � PSPx. (54)

That is, for any x:

Qx + A
0
Px + Ṗ x + PAx � PSPx = 0 ! Ṗ + Q + A

0
P + PA � PSP = 0.

We notice in passing that since P satisfies

Ṗ + Q + A
0
P + PA � PSP = 0, (55)

7 Using tensorial notation we have A0P  aipj = pjai  PA.

feedback control
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This makes it possible to determine the Hamiltonian

H(x, p, w)
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w?

=
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2
x

0
Qx +
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2
w

0
Rw + p

0 ·
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Ax + Bw
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w?

=
1

2
x

0
Qx +

1

2
(R�1

B
0
p)0

R(R�1
B

0
p) � p

0 ·
�
Ax + B(R�1

B
0
p)
�

=
1

2
x

0
Qx +

1

2
p

0
BR

�1
B

0
| {z }

S

p � p
0 ·

�
Ax + BR

�1
B

0
p
�

=
1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax

(51)

The control strategy based on w
? acts as a feedback control by the state and

transforms the dynamics of system (48) into

ẋ = (A + BF )x.

Once the Hamiltonian is known (see eq. 51) we can write down the HJB equation

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax =

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
x

0
P

0
SPx + x

0
P

0
Ax = 0.

If P is symmetric we have7 A
0
P = PA and since the above equation holds for

any x we get
Ṗ + Q + PA + A

0
P � PSP = 0. (52)

When solving with respect to P we get the solution of the problem.

solution by using Hamilton equations

Notice that we can achieve the same result when applying the characteristic
equations. When considering the Hamiltonian we have

ẋ = Ax + Bw = Ax � BR
�1

B| {z }
S

p

ṗ = �Qx � A
0
p.

(53)

When considering the circuital assumption p = Px we get ṗ = Ṗ x + Pẋ. From
the state equation Pẋ = PAx � PSPx and, therefore,

ṗ = �Qx � A
0
Px = Ṗ x + PAx � PSPx. (54)

That is, for any x:

Qx + A
0
Px + Ṗ x + PAx � PSPx = 0 ! Ṗ + Q + A

0
P + PA � PSP = 0.

We notice in passing that since P satisfies

Ṗ + Q + A
0
P + PA � PSP = 0, (55)

7 Using tensorial notation we have A0P  aipj = pjai  PA.
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makes it explicit the required relationship between H and H̃. The symmetry
requires that

p(t) = Vx(t, x(t)) = e
��(T�t)

g(p, !, u)

x(t) = Ṽp(t, p(t)) = e
��(T�t)

f(x, w, u).
(45)

While keeping consistency is generally di�cult, the special case H(x, p, u, t) ' 0
and H̃(p, x, u, t) ' 0 dramatically simplifies the computational structure.

Now let us consider the function

C(x, p, w, u, t) :=
1

2
H2(x, p, w, u, t)

+
1

2

�
Hp(x, p, w, u, t) + H̃x(p, x, !, u, t)

�2

+
1

2

�
Hx(x, p, w, u, t) + H̃p(p, x, !, u, t)

�2

C̃(x, p,!, u, t) :=
1

2
H̃2(x, p,!, u, t)

+
1

2

�
Hp(x, p, w, u, t) + H̃x(p, x, !, u, t)

�2

+
1

2

�
Hx(x, p, w, u, t) + H̃p(p, x, !, u, t)

�2

(46)

the actual computation of the two Hamiltonian functions and their consis-
tency

9 Case studies

9.1 LQ problem

As an example of application of the HJB equations let us consider the following
LP problem, where

ẋ = Ax + Bw (47)

and

L(x, w, t) =
1

2
x

0
Qx +

1

2
w

0
Rw (48)

solution by using HJB eqs

In order to solve the optimization problem we assume that

V (t, x) =
1

2
x

0
P (t)x. (49)

Furthermore we look for p such that p = Px. Now the optimal control strategy
is given by

w
? = min

w

✓
1

2
x

0
Qx +

1

2
w

0
Rw + p

0(Ax + Bw)

◆

= �R
�1

B
0
p = �R

�1
B

0
Px := Fx.

(50)
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This makes it possible to determine the Hamiltonian

H(x, p, w)
��
w?

=
1

2
x

0
Qx +


1

2
w

0
Rw + p

0 ·
�
Ax + Bw

��

w?

=
1

2
x

0
Qx +

1

2
(R�1

B
0
p)0

R(R�1
B

0
p) � p

0 ·
�
Ax + B(R�1

B
0
p)
�

=
1

2
x

0
Qx +

1

2
p

0
BR

�1
B

0
| {z }

S

p � p
0 ·

�
Ax + BR

�1
B

0
p
�

=
1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax

(56)

The control strategy based on w
? acts as a feedback control by the state and

transforms the dynamics of system (53) into

ẋ = (A + BF )x. (57)

Once the Hamiltonian is known (see eq. 56) we can write down the HJB equation

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax =

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
x

0
P

0
SPx + x

0
P

0
Ax = 0.

Since P is symmetric we have7 A
0
P = PA and since the above equation holds

for any x we get
Ṗ + Q + PA + A

0
P � PSP = 0. (58)

The boundary condition involves the value P (T ) that is given. Basically 1
2x

0
P (T )x =

g(x) is the final cost. It is often the case that one looks for P (T ) = 0. When
solving with respect to P we get the solution of the problem.

Asymptotical Stability of the Control Law

Now we analyze the stability of the controlled system (57). We consider the
Lyapunov function

W (t) =
1

2
x

0(t)P̄ x(t),

where P is the solution of the algebraic Riccati’s equation over [0, 1). We have

Ẇ (t) = ẋ
0
P̄ x(t) = x

0
P̄ (A � BR

�1
B

0
P̄ )x(t)

=
1

2
x

0(t)

✓
P̄ (A � BR

�1
B

0
P̄ ) + (A0 � P̄BR

�1
B

0)P̄

◆
x(t)

Now, P̄ satisfies algebraic Riccati’s equation and, therefore

P̄ (A � BR
�1

B
0
P̄ ) + (A0 � P̄BR

�1
B

0)P̄

= P̄A + A
0
P̄ � 2P̄SP̄ = Q + P̄A + A

0
P̄ � P̄SP̄| {z }

0

�Q � P̄SP̄ = �Q � P̄SP̄ .

7 Using tensorial notation we have A0P  aipj = pjai  PA.
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V (T, x) = g(x)terminal condition

20

The minimum can be found for w
? = �p/(2RC) which makes it possible to

determine the Hamiltonian H(x, p) = � 1
4

p
2

RC2 . The HJB eqs are

(
Vt � 1

4
V

2
x

RC2 = 0.

x(0) = 1, x(1) = 2.
(50)

We can promptly see that

V (t, x) = �RC
2

1 + t
x
2 +  (51)

is the general solution. If we impose the terminal condition x(1) = 2 with
V (1, x) = 0 we get  = 2RC

2. Now we can compute the co-state p = Vx =
�2RC

2
x/(1 + t) and then the control signal

w = Cx/(1 + t).

When considering the state equation we get

ẋ =
1

C
w =

x

1 + t
.

This yields lnx = ln(1 + t) and, finally, x(t) = 1 + t.

9.2 LQ problem

As an example of application of the HJB equations let us consider the following
LP problem, where

ẋ = Ax + Bw (52)

and

L(x, w, t) =
1

2
x

0
Qx +

1

2
w

0
Rw (53)

solution by using HJB eqs

In order to solve the optimization problem we assume that

V (t, x) =
1

2
x

0
P (t)x. (54)

We assume that P is symmetric and positive definite. As a consequence of the
quadratic form we get Vx(t, x) = p = Px. Now the optimal control strategy is
given by

w
? = min

w

✓
1

2
x

0
Qx +

1

2
w

0
Rw + p

0(Ax + Bw)

◆

= �R
�1

B
0
p = �R

�1
B

0
Px := Fx.

(55)
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This makes it possible to determine the Hamiltonian

H(x, p, w)
��
w?

=
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2
x

0
Qx +


1

2
w

0
Rw + p

0 ·
�
Ax + Bw

��
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=
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2
x

0
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1

2
(R�1

B
0
p)0

R(R�1
B

0
p) � p

0 ·
�
Ax + B(R�1

B
0
p)
�

=
1

2
x

0
Qx +

1

2
p

0
BR

�1
B

0
| {z }

S

p � p
0 ·

�
Ax + BR

�1
B

0
p
�

=
1

2
x

0
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2
p

0
Sp + p

0
Ax

(51)

The control strategy based on w
? acts as a feedback control by the state and

transforms the dynamics of system (48) into

ẋ = (A + BF )x.

Once the Hamiltonian is known (see eq. 51) we can write down the HJB equation

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax =

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
x

0
P

0
SPx + x

0
P

0
Ax = 0.

If P is symmetric we have7 A
0
P = PA and since the above equation holds for

any x we get
Ṗ + Q + PA + A

0
P � PSP = 0. (52)

When solving with respect to P we get the solution of the problem.

solution by using Hamilton equations

Notice that we can achieve the same result when applying the characteristic
equations. When considering the Hamiltonian we have

ẋ = Ax + Bw = Ax � BR
�1

B| {z }
S

p

ṗ = �Qx � A
0
p.

(53)

When considering the circuital assumption p = Px we get ṗ = Ṗ x + Pẋ. From
the state equation Pẋ = PAx � PSPx and, therefore,

ṗ = �Qx � A
0
Px = Ṗ x + PAx � PSPx. (54)

That is, for any x:

Qx + A
0
Px + Ṗ x + PAx � PSPx = 0 ! Ṗ + Q + A

0
P + PA � PSP = 0.

We notice in passing that since P satisfies

Ṗ + Q + A
0
P + PA � PSP = 0, (55)

7 Using tensorial notation we have A0P  aipj = pjai  PA.

Riccati equation
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This makes it possible to determine the Hamiltonian

H(x, p, w)
��
w?

=
1

2
x

0
Qx +


1

2
w

0
Rw + p

0 ·
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Ax + Bw
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2
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0
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2
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0
p)0
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0
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0
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=
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0
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1
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BR
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0
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p � p
0 ·

�
Ax + BR
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B

0
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�

=
1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax

(56)

The control strategy based on w
? acts as a feedback control by the state and

transforms the dynamics of system (53) into

ẋ = (A + BF )x. (57)

Once the Hamiltonian is known (see eq. 56) we can write down the HJB equation

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax =

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
x

0
P

0
SPx + x

0
P

0
Ax = 0.

Since P is symmetric we have7 A
0
P = PA and since the above equation holds

for any x we get
Ṗ + Q + PA + A

0
P � PSP = 0. (58)

The boundary condition involves the value P (T ) that is given. Basically 1
2x

0
P (T )x =

g(x) is the final cost. It is often the case that one looks for P (T ) = 0. When
solving with respect to P we get the solution of the problem.

Asymptotical Stability of the Control Law

Now we analyze the stability of the controlled system (57). We consider the
Lyapunov function

W (t) =
1

2
x

0(t)P̄ x(t),

where P is the solution of the algebraic Riccati’s equation over [0, 1). We have

Ẇ (t) = ẋ
0
P̄ x(t) = x

0
P̄ (A � BR

�1
B

0
P̄ )x(t)

=
1

2
x

0(t)

✓
P̄ (A � BR

�1
B

0
P̄ ) + (A0 � P̄BR

�1
B

0)P̄

◆
x(t)

Now, P̄ satisfies algebraic Riccati’s equation and, therefore

P̄ (A � BR
�1

B
0
P̄ ) + (A0 � P̄BR

�1
B

0)P̄

= P̄A + A
0
P̄ � 2P̄SP̄ = Q + P̄A + A

0
P̄ � P̄SP̄| {z }

0

�Q � P̄SP̄ = �Q � P̄SP̄ .

7 Using tensorial notation we have A0P  aipj = pjai  PA.

Let’s assume  a quadratic function
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This makes it possible to determine the Hamiltonian

H(x, p, w)
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The control strategy based on w
? acts as a feedback control by the state and

transforms the dynamics of system (48) into

ẋ = (A + BF )x.

Once the Hamiltonian is known (see eq. 51) we can write down the HJB equation
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Ṗ x +

1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax =

1

2
x

0
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0
P

0
Ax = 0.

If P is symmetric we have7 A
0
P = PA and since the above equation holds for

any x we get
Ṗ + Q + PA + A

0
P � PSP = 0. (52)

When solving with respect to P we get the solution of the problem.

solution by using Hamilton equations

Notice that we can achieve the same result when applying the characteristic
equations. When considering the Hamiltonian we have

ẋ = Ax + Bw = Ax � BR
�1

B| {z }
S

p

ṗ = �Qx � A
0
p.

(53)

When considering the circuital assumption p = Px we get ṗ = Ṗ x + Pẋ. From
the state equation Pẋ = PAx � PSPx and, therefore,

ṗ = �Qx � A
0
Px = Ṗ x + PAx � PSPx. (54)

That is, for any x:

Qx + A
0
Px + Ṗ x + PAx � PSPx = 0 ! Ṗ + Q + A

0
P + PA � PSP = 0.

We notice in passing that since P satisfies

Ṗ + Q + A
0
P + PA � PSP = 0, (55)

7 Using tensorial notation we have A0P  aipj = pjai  PA.

We solve
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makes it explicit the required relationship between H and H̃. The symmetry
requires that

p(t) = Vx(t, x(t)) = e
��(T�t)

g(p, !, u)

x(t) = Ṽp(t, p(t)) = e
��(T�t)

f(x, w, u).
(45)

While keeping consistency is generally di�cult, the special case H(x, p, u, t) ' 0
and H̃(p, x, u, t) ' 0 dramatically simplifies the computational structure.

Now let us consider the function

C(x, p, w, u, t) :=
1

2
H2(x, p, w, u, t)

+
1

2

�
Hp(x, p, w, u, t) + H̃x(p, x, !, u, t)

�2

+
1

2

�
Hx(x, p, w, u, t) + H̃p(p, x, !, u, t)

�2

C̃(x, p,!, u, t) :=
1

2
H̃2(x, p,!, u, t)

+
1

2

�
Hp(x, p, w, u, t) + H̃x(p, x, !, u, t)

�2

+
1

2

�
Hx(x, p, w, u, t) + H̃p(p, x, !, u, t)

�2

(46)

the actual computation of the two Hamiltonian functions and their consis-
tency

9 Case studies

9.1 LQ problem

As an example of application of the HJB equations let us consider the following
LP problem, where

ẋ = Ax + Bw (47)

and

L(x, w, t) =
1

2
x

0
Qx +

1

2
w

0
Rw (48)

solution by using HJB eqs

In order to solve the optimization problem we assume that

V (t, x) =
1

2
x

0
P (t)x. (49)

Furthermore we look for p such that p = Px. Now the optimal control strategy
is given by

w
? = min

w

✓
1

2
x

0
Qx +

1

2
w

0
Rw + p

0(Ax + Bw)

◆

= �R
�1

B
0
p = �R

�1
B

0
Px := Fx.

(50)

We find the control law

20

The minimum can be found for w
? = �p/(2RC) which makes it possible to

determine the Hamiltonian H(x, p) = � 1
4

p
2

RC2 . The HJB eqs are

(
Vt � 1

4
V

2
x

RC2 = 0.

x(0) = 1, x(1) = 2.
(50)

We can promptly see that

V (t, x) = �RC
2

1 + t
x
2 +  (51)

is the general solution. If we impose the terminal condition x(1) = 2 with
V (1, x) = 0 we get  = 2RC

2. Now we can compute the co-state p = Vx =
�2RC

2
x/(1 + t) and then the control signal

w = Cx/(1 + t).

When considering the state equation we get

ẋ =
1

C
w =

x

1 + t
.

This yields lnx = ln(1 + t) and, finally, x(t) = 1 + t.

9.2 LQ problem

As an example of application of the HJB equations let us consider the following
LP problem, where

ẋ = Ax + Bw (52)

and

L(x, w, t) =
1

2
x

0
Qx +

1

2
w

0
Rw (53)

solution by using HJB eqs

In order to solve the optimization problem we assume that

V (t, x) =
1

2
x

0
P (t)x. (54)

We assume that P is symmetric and positive definite. As a consequence of the
quadratic form we get Vx(t, x) = p = Px. Now the optimal control strategy is
given by

w
? = min

w

✓
1

2
x

0
Qx +

1

2
w

0
Rw + p

0(Ax + Bw)

◆

= �R
�1

B
0
p = �R

�1
B

0
Px := Fx.

(55)

solution of the PDE
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This makes it possible to determine the Hamiltonian

H(x, p, w)
��
w?

=
1

2
x

0
Qx +


1

2
w

0
Rw + p

0 ·
�
Ax + Bw

��

w?

=
1

2
x

0
Qx +

1

2
(R�1

B
0
p)0

R(R�1
B

0
p) � p

0 ·
�
Ax + B(R�1

B
0
p)
�

=
1

2
x

0
Qx +

1

2
p

0
BR

�1
B

0
| {z }

S

p � p
0 ·

�
Ax + BR

�1
B

0
p
�

=
1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax

(56)

The control strategy based on w
? acts as a feedback control by the state and

transforms the dynamics of system (53) into

ẋ = (A + BF )x. (57)

Once the Hamiltonian is known (see eq. 56) we can write down the HJB equation

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax =

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
x

0
P

0
SPx + x

0
P

0
Ax = 0.

Since P is symmetric we have7 A
0
P = PA and since the above equation holds

for any x we get
Ṗ + Q + PA + A

0
P � PSP = 0. (58)

The boundary condition involves the value P (T ) that is given. Basically 1
2x

0
P (T )x =

g(x) is the final cost. It is often the case that one looks for P (T ) = 0. When
solving with respect to P we get the solution of the problem.

Asymptotical Stability of the Control Law

Now we analyze the stability of the controlled system (57). We consider the
Lyapunov function

W (t) =
1

2
x

0(t)P̄ x(t),

where P is the solution of the algebraic Riccati’s equation over [0, 1). We have

Ẇ (t) = ẋ
0
P̄ x(t) = x

0
P̄ (A � BR

�1
B

0
P̄ )x(t)

=
1

2
x

0(t)

✓
P̄ (A � BR

�1
B

0
P̄ ) + (A0 � P̄BR

�1
B

0)P̄

◆
x(t)

Now, P̄ satisfies algebraic Riccati’s equation and, therefore

P̄ (A � BR
�1

B
0
P̄ ) + (A0 � P̄BR

�1
B

0)P̄

= P̄A + A
0
P̄ � 2P̄SP̄ = Q + P̄A + A

0
P̄ � P̄SP̄| {z }

0

�Q � P̄SP̄ = �Q � P̄SP̄ .

7 Using tensorial notation we have A0P  aipj = pjai  PA.
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makes it explicit the required relationship between H and H̃. The symmetry
requires that

p(t) = Vx(t, x(t)) = e
��(T�t)

g(p, !, u)

x(t) = Ṽp(t, p(t)) = e
��(T�t)

f(x, w, u).
(45)

While keeping consistency is generally di�cult, the special case H(x, p, u, t) ' 0
and H̃(p, x, u, t) ' 0 dramatically simplifies the computational structure.

Now let us consider the function

C(x, p, w, u, t) :=
1

2
H2(x, p, w, u, t)

+
1

2

�
Hp(x, p, w, u, t) + H̃x(p, x, !, u, t)

�2

+
1

2

�
Hx(x, p, w, u, t) + H̃p(p, x, !, u, t)

�2

C̃(x, p, !, u, t) :=
1

2
H̃2(x, p,!, u, t)

+
1

2

�
Hp(x, p, w, u, t) + H̃x(p, x, !, u, t)

�2

+
1

2

�
Hx(x, p, w, u, t) + H̃p(p, x, !, u, t)

�2

(46)

the actual computation of the two Hamiltonian functions and their consis-
tency

9 Case studies

9.1 LQ problem

As an example of application of the HJB equations let us consider the following
LP problem, where

ẋ = Ax + Bw (47)

and

L(x, w, t) =
1

2
x

0
Qx +

1

2
w

0
Rw (48)

solution by using HJB eqs

In order to solve the optimization problem we assume that

V (t, x) =
1

2
x

0
P (t)x. (49)

Furthermore we look for p such that p = Px. Now the optimal control strategy
is given by

w
? = min

w

✓
1

2
x

0
Qx +

1

2
w

0
Rw + p

0(Ax + Bw)

◆

= �R
�1

B
0
p = �R

�1
B

0
Px := Fx.

(50)

20

This makes it possible to determine the Hamiltonian

H(x, p, w)
��
w?

=
1

2
x

0
Qx +


1

2
w

0
Rw + p

0 ·
�
Ax + Bw

��

w?

=
1

2
x

0
Qx +

1

2
(R�1

B
0
p)0

R(R�1
B

0
p) � p

0 ·
�
Ax + B(R�1

B
0
p)
�

=
1

2
x

0
Qx +

1

2
p

0
BR

�1
B

0
| {z }

S

p � p
0 ·

�
Ax + BR

�1
B

0
p
�

=
1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax

(51)

The control strategy based on w
? acts as a feedback control by the state and

transforms the dynamics of system (48) into

ẋ = (A + BF )x.

Once the Hamiltonian is known (see eq. 51) we can write down the HJB equation

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax =

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
x

0
P

0
SPx + x

0
P

0
Ax = 0.

If P is symmetric we have7 A
0
P = PA and since the above equation holds for

any x we get
Ṗ + Q + PA + A

0
P � PSP = 0. (52)

When solving with respect to P we get the solution of the problem.

solution by using Hamilton equations

Notice that we can achieve the same result when applying the characteristic
equations. When considering the Hamiltonian we have

ẋ = Ax + Bw = Ax � BR
�1

B| {z }
S

p

ṗ = �Qx � A
0
p.

(53)

When considering the circuital assumption p = Px we get ṗ = Ṗ x + Pẋ. From
the state equation Pẋ = PAx � PSPx and, therefore,

ṗ = �Qx � A
0
Px = Ṗ x + PAx � PSPx. (54)

That is, for any x:

Qx + A
0
Px + Ṗ x + PAx � PSPx = 0 ! Ṗ + Q + A

0
P + PA � PSP = 0.

We notice in passing that since P satisfies

Ṗ + Q + A
0
P + PA � PSP = 0, (55)

7 Using tensorial notation we have A0P  aipj = pjai  PA.

feedback control

Lyapunov function
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This makes it possible to determine the Hamiltonian

H(x, p, w)
��
w?

=
1

2
x

0
Qx +


1

2
w

0
Rw + p

0 ·
�
Ax + Bw

��

w?

=
1

2
x

0
Qx +

1

2
(R�1

B
0
p)0

R(R�1
B

0
p) � p

0 ·
�
Ax + B(R�1

B
0
p)
�

=
1

2
x

0
Qx +

1

2
p

0
BR

�1
B

0
| {z }

S

p � p
0 ·

�
Ax + BR

�1
B

0
p
�

=
1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax

(56)

The control strategy based on w
? acts as a feedback control by the state and

transforms the dynamics of system (53) into

ẋ = (A + BF )x. (57)

Once the Hamiltonian is known (see eq. 56) we can write down the HJB equation

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax =

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
x

0
P

0
SPx + x

0
P

0
Ax = 0.

Since P is symmetric we have7 A
0
P = PA and since the above equation holds

for any x we get
Ṗ + Q + PA + A

0
P � PSP = 0. (58)

The boundary condition involves the value P (T ) that is given. Basically 1
2x

0
P (T )x =

g(x) is the final cost. It is often the case that one looks for P (T ) = 0. When
solving with respect to P we get the solution of the problem.

Asymptotical Stability of the Control Law

Now we analyze the stability of the controlled system (57). We consider the
Lyapunov function

W (t) =
1

2
x

0(t)P̄ x(t),

where P is the solution of the algebraic Riccati’s equation over [0, 1). We have

Ẇ (t) = ẋ
0
P̄ x(t) = x

0
P̄ (A � BR

�1
B

0
P̄ )x(t)

=
1

2
x

0(t)

✓
P̄ (A � BR

�1
B

0
P̄ ) + (A0 � P̄BR

�1
B

0)P̄

◆
x(t)

Now, P̄ satisfies algebraic Riccati’s equation and, therefore

P̄ (A � BR
�1

B
0
P̄ ) + (A0 � P̄BR

�1
B

0)P̄

= P̄A + A
0
P̄ � 2P̄SP̄ = Q + P̄A + A

0
P̄ � P̄SP̄| {z }

0

�Q � P̄SP̄ = �Q � P̄SP̄ .

7 Using tensorial notation we have A0P  aipj = pjai  PA.
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This makes it possible to determine the Hamiltonian

H(x, p, w)
��
w?

=
1

2
x

0
Qx +


1

2
w

0
Rw + p

0 ·
�
Ax + Bw

��

w?

=
1

2
x

0
Qx +

1

2
(R�1

B
0
p)0

R(R�1
B

0
p) � p

0 ·
�
Ax + B(R�1

B
0
p)
�

=
1

2
x

0
Qx +

1

2
p

0
BR

�1
B

0
| {z }

S

p � p
0 ·

�
Ax + BR

�1
B

0
p
�

=
1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax

(56)

The control strategy based on w
? acts as a feedback control by the state and

transforms the dynamics of system (53) into

ẋ = (A + BF )x. (57)

Once the Hamiltonian is known (see eq. 56) we can write down the HJB equation

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax =

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
x

0
P

0
SPx + x

0
P

0
Ax = 0.

Since P is symmetric we have7 A
0
P = PA and since the above equation holds

for any x we get
Ṗ + Q + PA + A

0
P � PSP = 0. (58)

The boundary condition involves the value P (T ) that is given. Basically 1
2x

0
P (T )x =

g(x) is the final cost. It is often the case that one looks for P (T ) = 0. When
solving with respect to P we get the solution of the problem.

Asymptotical Stability of the Control Law

Now we analyze the stability of the controlled system (57). We consider the
Lyapunov function

W (t) =
1

2
x

0(t)P̄ x(t),

where P is the solution of the algebraic Riccati’s equation over [0, 1). We have

Ẇ (t) = ẋ
0
P̄ x(t) = x

0
P̄ (A � BR

�1
B

0
P̄ )x(t)

=
1

2
x

0(t)

✓
P̄ (A � BR

�1
B

0
P̄ ) + (A0 � P̄BR

�1
B

0)P̄

◆
x(t)

Now, P̄ satisfies algebraic Riccati’s equation and, therefore

P̄ (A � BR
�1

B
0
P̄ ) + (A0 � P̄BR

�1
B

0)P̄

= P̄A + A
0
P̄ � 2P̄SP̄ = Q + P̄A + A

0
P̄ � P̄SP̄| {z }

0

�Q � P̄SP̄ = �Q � P̄SP̄ .

7 Using tensorial notation we have A0P  aipj = pjai  PA.
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This makes it possible to determine the Hamiltonian

H(x, p, w)
��
w?

=
1

2
x

0
Qx +


1

2
w

0
Rw + p

0 ·
�
Ax + Bw

��

w?

=
1

2
x

0
Qx +

1

2
(R�1

B
0
p)0

R(R�1
B

0
p) � p

0 ·
�
Ax + B(R�1

B
0
p)
�

=
1

2
x

0
Qx +

1

2
p

0
BR

�1
B

0
| {z }

S

p � p
0 ·

�
Ax + BR

�1
B

0
p
�

=
1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax

(56)

The control strategy based on w
? acts as a feedback control by the state and

transforms the dynamics of system (53) into

ẋ = (A + BF )x. (57)

Once the Hamiltonian is known (see eq. 56) we can write down the HJB equation

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
p

0
Sp + p

0
Ax =

1

2
x

0
Ṗ x +

1

2
x

0
Qx � 1

2
x

0
P

0
SPx + x

0
P

0
Ax = 0.

Since P is symmetric we have7 A
0
P = PA and since the above equation holds

for any x we get
Ṗ + Q + PA + A

0
P � PSP = 0. (58)

The boundary condition involves the value P (T ) that is given. Basically 1
2x

0
P (T )x =

g(x) is the final cost. It is often the case that one looks for P (T ) = 0. When
solving with respect to P we get the solution of the problem.

Asymptotical Stability of the Control Law

Now we analyze the stability of the controlled system (57). We consider the
Lyapunov function

W (t) =
1

2
x

0(t)P̄ x(t),

where P is the solution of the algebraic Riccati’s equation over [0, 1). We have

Ẇ (t) = ẋ
0
P̄ x(t) = x

0
P̄ (A � BR

�1
B

0
P̄ )x(t)

=
1

2
x

0(t)

✓
P̄ (A � BR

�1
B

0
P̄ ) + (A0 � P̄BR

�1
B

0)P̄

◆
x(t)

Now, P̄ satisfies algebraic Riccati’s equation and, therefore

P̄ (A � BR
�1

B
0
P̄ ) + (A0 � P̄BR

�1
B

0)P̄

= P̄A + A
0
P̄ � 2P̄SP̄ = Q + P̄A + A

0
P̄ � P̄SP̄| {z }

0

�Q � P̄SP̄ = �Q � P̄SP̄ .

7 Using tensorial notation we have A0P  aipj = pjai  PA.

22

Hence we get

Ẇ (t) = �1

2
x

0�
Q + P̄SP̄

�
x  0.

since Q + P̄SP̄ � 0. The asymptotical stability arises immediately in case of
Q > 0, R > 0.

solution by using Hamilton equations

Notice that we can achieve the same result when applying the characteristic
equations. When considering the Hamiltonian we have

ẋ = Ax + Bw = Ax�BR
�1

B| {z }
S

p

ṗ = �Qx�A
0
p.

(59)

When considering the circuital assumption p = Px we get ṗ = Ṗ x + Pẋ. From
the state equation Pẋ = PAx� PSPx and, therefore,

ṗ = �Qx�A
0
Px = Ṗ x + PAx� PSPx. (60)

That is, for any x:

Qx + A
0
Px + Ṗ x + PAx� PSPx = 0! Ṗ + Q + A

0
P + PA� PSP = 0.

We notice in passing that since P satisfies

Ṗ + Q + A
0
P + PA� PSP = 0, (61)

it is symmetric. This can promptly be seen by replacing P with P
0 in this form

of Riccati’s equation. We can also easily see that the quadratic assumption on
the value function of eq. (54) can in fact be derived as consequence of the H
equations. According to the HJB eqs we have

Vt + H(x, Vx) = Vt +
1

2
x

0
Qx� 1

2
p

0
Sp + p

0
Ax = 0. (62)

From eqs (59) we get

p
0
ẋ� x

0
ṗ = p

0
Ax� p

0
Sp + x

0
Qx + x

0
A

0
p 

(
p

0
ẋ = p

0
Ax� p

0
Sp

x
0
ṗ = �x

0
Qx� x

0
A

0
p

(63)

From (62) and (63) we get Vt = 1
2

�
p

0
ẋ� x

0
ṗ
�
. Since p(t) = P (x)x(t) we get

Vt +
1

2

✓
x

0
Pẋ� x

0�
Ṗ x + Pẋ

�◆
= Vt �

1

2
x

0
Ṗ (t)x0 = 0, (64)

and, finally

V (t, x) =
1

2
x

0(t)

Z
t

0
dsṖ (s)x(t) =

1

2
x

0(t)P (t)x(t). (65)
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This makes it possible to determine the Hamiltonian

H(x, p, w)
��
w?

=
1

2
x

0
Qx +


1

2
w

0
Rw + p

0 ·
�
Ax + Bw

��

w?

=
1

2
x

0
Qx +

1

2
(R�1

B
0
p)0

R(R�1
B

0
p) � p

0 ·
�
Ax + B(R�1

B
0
p)
�

=
1

2
x

0
Qx +

1

2
p

0
BR

�1
B

0
| {z }

S

p � p
0 ·

�
Ax + BR

�1
B

0
p
�

=
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The control strategy based on w
? acts as a feedback control by the state and

transforms the dynamics of system (53) into

ẋ = (A + BF )x. (57)

Once the Hamiltonian is known (see eq. 56) we can write down the HJB equation
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Since P is symmetric we have7 A
0
P = PA and since the above equation holds

for any x we get
Ṗ + Q + PA + A

0
P � PSP = 0. (58)

The boundary condition involves the value P (T ) that is given. Basically 1
2x

0
P (T )x =

g(x) is the final cost. It is often the case that one looks for P (T ) = 0. When
solving with respect to P we get the solution of the problem.

Asymptotical Stability of the Control Law

Now we analyze the stability of the controlled system (57). We consider the
Lyapunov function

W (t) =
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2
x

0(t)P̄ x(t),

where P is the solution of the algebraic Riccati’s equation over [0, 1). We have
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7 Using tensorial notation we have A0P  aipj = pjai  PA.
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Hence we get

Ẇ (t) = �1

2
x

0�
Q + P̄SP̄

�
x  0.

since Q + P̄SP̄ � 0. The asymptotical stability arises immediately in case of
Q > 0, R > 0.

solution by using Hamilton equations

Notice that we can achieve the same result when applying the characteristic
equations. When considering the Hamiltonian we have

ẋ = Ax + Bw = Ax�BR
�1

B| {z }
S

p

ṗ = �Qx�A
0
p.

(59)

When considering the circuital assumption p = Px we get ṗ = Ṗ x + Pẋ. From
the state equation Pẋ = PAx� PSPx and, therefore,

ṗ = �Qx�A
0
Px = Ṗ x + PAx� PSPx. (60)

That is, for any x:

Qx + A
0
Px + Ṗ x + PAx� PSPx = 0! Ṗ + Q + A

0
P + PA� PSP = 0.

We notice in passing that since P satisfies

Ṗ + Q + A
0
P + PA� PSP = 0, (61)

it is symmetric. This can promptly be seen by replacing P with P
0 in this form

of Riccati’s equation. We can also easily see that the quadratic assumption on
the value function of eq. (54) can in fact be derived as consequence of the H
equations. According to the HJB eqs we have
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ẋ = p

0
Ax� p

0
Sp

x
0
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From (62) and (63) we get Vt = 1
2

�
p

0
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�
. Since p(t) = P (x)x(t) we get
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and, finally

V (t, x) =
1

2
x

0(t)

Z
t

0
dsṖ (s)x(t) =

1

2
x

0(t)P (t)x(t). (65)
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�◆
= Vt �

1

2
x

0
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dsṖ (s)x(t) =

1

2
x

0(t)P (t)x(t). (65)

asymptotic stability

The “magic” of asymptotic stability: we need to solve Riccati’s equation 
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9.5 LQ problem

As an example of application of the HJB equations let us consider the following
LP problem, where

ẋ = Ax + Bw (68)

and

L(x, w, t) =
1

2
x

0
Qx +

1

2
w

0
Rw (69)

solution by using HJB eqs

In order to solve the optimization problem we assume that

V (t, x) =
1

2
x

0
P (t)x. (70)

We assume that P is symmetric and positive definite. As a consequence of the
quadratic form we get Vx(t, x) = p = Px. Now the optimal control strategy is
given by

w
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(71)

This makes it possible to determine the Hamiltonian
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(72)

The control strategy based on w
? acts as a feedback control by the state and

transforms the dynamics of system (69) into

ẋ = (A + BF )x. (73)

Once the Hamiltonian is known (see eq. 72) we can write down the HJB equation
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Since P is symmetric we have8 A
0
P = PA and since the above equation holds

for any x we get
Ṗ + Q + PA + A

0
P � PSP = 0. (74)

8 Using tensorial notation we have A0P  aipj = pjai  PA.
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9. CASE STUDIES 25

The boundary condition involves the value P (T ) that is given. Basically 1
2x

0
P (T )x =

g(x) is the final cost. It is often the case that one looks for P (T ) = 0. When
solving with respect to P we get the solution of the problem.

Asymptotical Stability of the Control Law

Now we analyze the stability of the controlled system (73). We consider the
Lyapunov function

W (t) =
1

2
x

0(t)P̄ x(t),

where P is the solution of the algebraic Riccati’s equation over [0, 1). We have

Ẇ (t) = ẋ
0
P̄ x(t) = x

0
P̄ (A � BR

�1
B

0
P̄ )x(t)

=
1

2
x

0(t)

✓
P̄ (A � BR

�1
B

0
P̄ ) + (A0 � P̄BR

�1
B

0)P̄

◆
x(t)

Now, P̄ satisfies algebraic Riccati’s equation and, therefore

P̄ (A � BR
�1

B
0
P̄ ) + (A0 � P̄BR

�1
B

0)P̄

= P̄A + A
0
P̄ � 2P̄SP̄ = Q + P̄A + A

0
P̄ � P̄SP̄| {z }

0

�Q � P̄SP̄ = �Q � P̄SP̄ .

Hence we get

Ẇ (t) = �1

2
x

0�
Q + P̄SP̄

�
x  0.

since Q + P̄SP̄ � 0. The asymptotical stability arises immediately in case of
Q > 0, R > 0.

solution by using Hamilton equations

Notice that we can achieve the same result when applying the characteristic
equations. When considering the Hamiltonian we have

ẋ = Ax + Bw = Ax � BR
�1

B| {z }
S

p

ṗ = �Qx � A
0
p.

(75)

This can be compactly written as

˙✓
x

p

◆
=

✓
A �S

�Q �A
0

◆
·
✓

x

p

◆
(76)

When considering the circuital assumption p = Px we get ṗ = Ṗ x + Pẋ. From
the state equation Pẋ = PAx � PSPx and, therefore,

ṗ = �Qx � A
0
Px = Ṗ x + PAx � PSPx. (77)

That is, for any x:

Qx + A
0
Px + Ṗ x + PAx � PSPx = 0 ! Ṗ + Q + A

0
P + PA � PSP = 0.
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(⇢2 � a2)� qs = 0 ! ⇢ = ±
p
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positive eigenvalues … we need of the crystal ball!

1-Dim
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HAMILTON and RICCATI EQUATIONS 

9. CASE STUDIES 25

The boundary condition involves the value P (T ) that is given. Basically 1
2x

0
P (T )x =

g(x) is the final cost. It is often the case that one looks for P (T ) = 0. When
solving with respect to P we get the solution of the problem.

Asymptotical Stability of the Control Law

Now we analyze the stability of the controlled system (73). We consider the
Lyapunov function

W (t) =
1

2
x

0(t)P̄ x(t),

where P is the solution of the algebraic Riccati’s equation over [0, 1). We have

Ẇ (t) = ẋ
0
P̄ x(t) = x

0
P̄ (A � BR

�1
B
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P̄ )x(t)
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P̄ ) + (A0 � P̄BR

�1
B

0)P̄
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x(t)
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Q + P̄SP̄

�
x  0.

since Q + P̄SP̄ � 0. The asymptotical stability arises immediately in case of
Q > 0, R > 0.

solution by using Hamilton equations

Notice that we can achieve the same result when applying the characteristic
equations. When considering the Hamiltonian we have

ẋ = Ax + Bw = Ax � BR
�1

B| {z }
S

p

ṗ = �Qx � A
0
p.

(75)

This can be compactly written as

˙✓
x

p

◆
=

✓
A �S

�Q �A
0

◆
·
✓

x

p

◆
(76)

When considering the circuital assumption p = Px we get ṗ = Ṗ x + Pẋ. From
the state equation Pẋ = PAx � PSPx and, therefore,

ṗ = �Qx � A
0
Px = Ṗ x + PAx � PSPx. (77)

That is, for any x:
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P + PA � PSP = 0.
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26

We notice in passing that since P satisfies

Ṗ + Q + A
0
P + PA� PSP = 0, (78)

it is symmetric. This can promptly be seen by replacing P with P
0 in this form

of Riccati’s equation. We can also easily see that the quadratic assumption on
the value function of eq. (70) can in fact be derived as consequence of the H
equations. According to the HJB eqs we have

Vt + H(x, Vx) = Vt +
1

2
x

0
Qx� 1

2
p

0
Sp + p

0
Ax = 0. (79)

From eqs (75) we get

p
0
ẋ� x

0
ṗ = p

0
Ax� p

0
Sp + x

0
Qx + x

0
A

0
p 

(
p

0
ẋ = p

0
Ax� p

0
Sp

x
0
ṗ = �x

0
Qx� x

0
A

0
p

(80)

From (79) and (80) we get Vt = 1
2

�
p

0
ẋ� x

0
ṗ
�
. Since p(t) = P (x)x(t) we get

Vt +
1

2

✓
x

0
Pẋ� x

0�
Ṗ x + Pẋ

�◆
= Vt �

1

2
x

0
Ṗ (t)x0 = 0, (81)

and, finally

V (t, x) =
1

2
x

0(t)

Z
t

0
dsṖ (s)x(t) =

1

2
x

0(t)P (t)x(t). (82)

Because of the meaning of the value function we can also conclude that P � 0. It
can be determined from Riccati equation (78) by initializing P (T ) = PT which
is often null.

Hamiltonian Learning with Dissipation in the Lagrangian

In addition to the classic case that has been above discussed we consider three
di↵erent cases that depend on the choice of the way we properly decay the
Hamiltonian.

Now let us frame this problem under Hamiltonian learning. We consider the
Lagrangian

L(x, w, t) =
1

2
e
��(T�t)

x
0
Qx +

1

2
w

0
Rw. (83)

Hence,

H(x, p, w, t) =
1

2
e
��(T�t)

x
0
Qx +

1

2
w

0
Rw + p

0�
Ax + Bw

�
.

Then from Hw = 0 we get

Rw
? + B

0
p = 0! w

?(t) = �R
�1

B
0
p(t).

it cannot be solved “forward in time”!
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CAN WE FIND THE VALUE FUNCTION? WHY IS QUADRATIC?
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Ṗ x + Pẋ
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Asymptotical Stability of the Control Law
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ṗ = �x

0
Qx� x

0
A

0
p

(80)

From (79) and (80) we get Vt = 1
2

�
p

0
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dsṖ (s)x(t) =

1

2
x

0(t)P (t)x(t). (82)

Because of the meaning of the value function we can also conclude that P � 0. It
can be determined from Riccati equation (78) by initializing P (T ) = PT which
is often null.

Hamiltonian Learning with Dissipation in the Lagrangian

In addition to the classic case that has been above discussed we consider three
di↵erent cases that depend on the choice of the way we properly decay the
Hamiltonian.

Now let us frame this problem under Hamiltonian learning. We consider the
Lagrangian
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Hence,
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Rw
? + B

0
p = 0! w

?(t) = �R
�1

B
0
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We notice in passing that since P satisfies

Ṗ + Q + A
0
P + PA� PSP = 0, (78)

it is symmetric. This can promptly be seen by replacing P with P
0 in this form

of Riccati’s equation. We can also easily see that the quadratic assumption on
the value function of eq. (70) can in fact be derived as consequence of the H
equations. According to the HJB eqs we have
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TO SUM UP

•  HJB: necessary and SUFFICIENT conditions! 

•  H equations are characteristic for the HJ PDE 

•  Links with Lagrangian approach - Pontryagin's Maximum 
Principle - PMP)

• The perspective of H Learning 

S3P-2024 - Hamiltonian Learning

https://en.wikipedia.org/wiki/Pontryagin%27s_maximum_principle


COGNIDYNAMICS: 
A THEORY OF NEURAL PROPAGATION

“Life can only be understood backwards; but 
it must be lived forwards.”

Søren Kierkegaard



HAMILTONIAN LEARNING 
AND BIOLOGICAL PLAUSIBILITY
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LEARNING IN RECURRENT NETS
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potential energy
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In order to simplify the notation we can overload the symbols that define the
variables ↵, ⇣, v in such a way that they also denote the index of the neurons
that represent the corresponding variable. Hence, we rewrite the Lagrangian as

L =
1

2

�
⇠
j

@ � g(xj

⇣
, ⇠

j

�
, t)

�2
+

1

2

�
ui(t) � ⇠.u(t)

�2
. (154)

We have also omitted the Kronecker delta by assuming that the function g prop-
erly collects the involved variables. It turns out that Lagrangian (154) dictates
the feature invariance principle. Like for supervised learning, we need the second
term, which represents the input that, in this case, it is the brightness.

Example 7. The Swing Problem

The swing is modeled by

(ME)

(
'̇(t) = !(t)

!̇(t) = � g

l
sin'(t) � ⇣!(t) + 1

m
µ(t),

(155)

where µ(t) is the tangential force which drives the trajectory at time t. Now
suppose we control the swing by using a neural network that is characterized
by the set N that is composed of n =

��N
�� neurons. It can be partitioned into

four sets Cµ, O', O!, O , where nµ =
��Cµ

��, n' =
��O'

��, n! =
��O!

�� and n = O .
These sets are involved in the processing of µ,',!, and  , respectively. While
O', O!, and O are the collection of neurons that are involved in the process of
observation, the set Cµ denotes the units involved in control. The neural network
provides the control signal and observes the position ' and the velocity !. This
is sketched as follows20

µ = $µ⇠µ, ' $'⇠', !  $!⇠!,   $ ⇠ (156)

Th neural model observes  ,', and ! and drives the controller with tangential
force µ = $µ⇠µ. We assume that the target value  is “perfectly” provided as a
function and that the position ' and the velocity ! are perfectly determined as
the outcome of the motion predicted by the given mechanical model of eq. (155).
When humans or robots are involved, in this task the variables are expected to
come from a visual perception. Basically the state and learning variables for
agent L are21

x ⇠ [⇠i, wip]; ✓ ⇠ [⌫ip,$ ,$',$!| {z }
$

].

In the following we distinguish the case in which $ is in fact regarded as a
learning variable for L with respect to the case in which $ is used by E for

20 In this problem ! = '̇ and, therefore, one could simply observe ' and set ! accord-
ingly.

21 It is worth mentioning that the neural network does not posses inputs in the tradi-
tional sense. We only have a graph of connections with weights ✓ip. As we can see
later, the position ' (and the velocity !) play the role of inputs by means of their
presence in the Lagrangian (see eq. (157)), but they are not present in the dynamical
system.

which holds on the horizon (0, T ). Here T > 0 can also be infinite3. We denote
by x := (⇠, flatten(w)) the overall state which contains the neural activation
⇠ and the weights associated with A. The system dynamics which drives the
weights wij is assumed by be based on the corresponding velocity ⌫̇ij , which
is properly filtered by the focus of attention functions  and !, respectively.
As it will be in remainder of the paper, this becomes of crucial importance for
the formulation of learning in the framework of optimal control. Notice that
the variables ↵i = ⌧

�1
i > 0 can be regarded as inverse of time constants ⌧i.

Basically, in the computational model of Eq. 1 we clearly recognize the di↵erent
role of parameters (⇠, w) and (↵,!, ). While the first pair describes the state,
the second triplet is about parameters that yields the process of dissipation. In
particular, ↵! ⇠ whereas (!, ) ! w.

Ideally, the recurrent neural network is expected to minimize the following
functional risk

R(⌫, T ) =

Z T

0

✓
1

2

X

i2V̄

X

j2V

mij(s)⌫
2
ij(s) + �

X

i2O

�i(s)V (⇠i(s), s)

◆
ds (2)

Here L(x, ⌫, s) = 1
2

P
i2V̄

P
j2V̄

mij(s)⌫2
ij(s) + �

P
i2O

�i(s)V (⇠i(s), s) ds is the
Lagrangian of the paired system (1). The Lagrangian is characterized by:

• The kinetic energy term K(s) = 1
2mij(s)⌫2

ij(s) of the particle (i, j) that is
characterized by the mass mij(s) defined over the time interval [0, T ].

• The potential energy of field ⇠, which is in fact a loss function V (⇠, t) =
V(⇠, e(t)). Here e(·) incorporates the information for the environmental
interactions and can be expressed by e ⇠ (u, y) (inputs and outputs).
This potential energy is linearly accumulate the error of the agents over
its output neurons, which contribute according to the weight �i(t), that
are referred to as the conscious functions. The term describes the role of
�i(t) in terms of what action is taken. We assume that an action can be
identified at time t whenever we consider a subset

A (t) ⇢ O : �i(t) > ✏.

Here,✏ > 0 is a threshold which makes it possible to select on which output
the agent is conscious, namely when the it checks the corresponding loss
term defined by the potential V (⇠t, t).

However, �i(t) is attached to all neurons i 2 V̄, which will be shown to
play an important role in the overall learning process.

• Variable � 2 �1, +1 is set to +1 in the formulation of learning. As it will
be seen in the following, when � = �1 the functional becomes a Cognitive
Action and drives crucial analysis in the following formulation of learning.

3
For the sake of simplicity, in the remainder of the paper we will sometimes drop the

temporal dependence of the variables.

3

process one single sequence which corresponds with the agent life. Learning is
regarded as an optimization problem of a functional risk that arises from the
environmental information over the agent life. We use the mathematical appa-
ratus of Dynamic Programming and Optimal Control to approach the problem.
We show that the distinctive spirit of learning springs out from the need to
solve the Hamilton equations by Cauchy initialization, just like in most related
problems of Theoretical Physics. Interestingly, the explicit dependence on time
of the Hamiltonian, which reflects the interaction with the environment, leads
to the problem of devising approximations of the optimal solution that can only
be given by imposing boundary conditions2.

This paper shows that minimization of the functional risk with given bound-
ary conditions can be approximated by using Cauchy conditions, which opens
the doors to truly on-line computational schemes. We analyze the system dy-
namics behind learning in terms of energy exchange. The main result is that
learning can only take place if we properly introduce appropriate focus of at-
tention mechanisms, that turn out to play a crucial role in order to control the
energy accumulation in the agent. The theory suggests that the agent must
be gradually exposed to the environment, that is an appropriate filtering of the
information must take place in order to prevent unstable behavior. This seems
to interpret also many results from developmental psychology which clearly in-
dicate that the above mechanisms takes place in children [5, 6].

2 Learning in the temporal dimension

We consider a continuous-time model of recurrent neural networks whose neu-
rons are labeled by natural numbers N. Some of the neurons are reserved to
model the interactions with the environment, where others are hidden. Basi-
cally, V = I [ H [ O, where I is the set of input units and H is the set of
hidden neurons, and O is the set of outputs neurons. It turns out that for input
nodes, i 2 I, the corresponding neuron returns a value ⇠i that is expected to get
as close as possible to the environmental input ui. Likewise, for output units,
o 2 O, being O the set of output units, ⇠o codes an action that is expected to
optimize the agent behavior. Finally, other units ⇠h, that are characterized by
h 2 H, are hidden. We also introduce V̄ := H [ O which represents the set of
non-degenerate neurons. This set is useful also for defining the architecture of
the recurrent network which is characterized by the graph G = (V,A), where
A ⇢ V ⇥ V̄ is the set of arcs. The neural system dynamics obeys the ODE

N :

8
>>>><

>>>>:

⇠i(t) = ui(t) i 2 I
⇠̇i(t) = ↵i(t)

h
� ⇠i(t) + �

⇣P
j2V

wij(t)⇠j(t)
⌘i

i 2 V̄
ẇij(t) =  ij(t)⌫ij(t) (i, j) 2 A
wij(t) = !ij(t)wij(t) (i, j) 2 A

(1)

2
It is important to bear in mind that one can use boundary conditions only if the overall

data collection is recorded, whereas we assume that on-line processing is only permitted

beginning from initial conditions.

2

dissipative parameters
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THE HAMILTONIAN4 Optimal system dynamics

The solution of the optimal problem defined by Eq. (6) can be obtained in the
classic framework of the theory of optimal control. The Hamiltonian can be
found once we introduce

H(⇠i, wij , pi, pij , t)

= min
v

✓
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2

X
ij

mij(t)⌫
2
ij(t) + ��i(t)V
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⇠i, t
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X
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pij(t) ij(t)⌫ij(t)

◆
.

(15)

Hence the minimum that defines the Hamiltonian is attained at ⌫ij = �( ij(t)/mij(t))pij(t)
which means that the Hamiltonian can be computed in closed form
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Now if we define

�ij(t) :=
 

2
ij(t)

mij(t)
(16)

the Hamiltonian becomes

H = � 1
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X
ij2A

�ij(t)p
2
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�i(t)V
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.

(17)

Remark 2. Notice that the Hamiltonian involves the parameters (↵, ,!, m,�, )
while the control action comes from vij = �( ij(t)/mij(t))wij, only. Basically
the control action only involves directly variables associated with the Lagrangian.
The optimal solution of oracle O2 only needs to respect conditions (6), that
is those variables are given but must respect asymptotic convergence. On the
opposite, in order to yield dissipation, the causal solution involves all variables.

Remark 3. A curiosity-driven process can be carried out if the intelligent agent
is expected to process also derivatives of the input, that is if there are inputs for
which

⇠̇i(t) = ui(t). (18)

In this case the Hamiltonian needs to incorporate the corresponding p · f terms,
that is

P
I

pi(t)ui(t).
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In this case the Hamiltonian needs to incorporate the corresponding p · f terms,
that is

P
I

pi(t)ui(t).
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<latexit sha1_base64="ypj+GTUG5smV5DLYIA5piTyZqaM=">AAACt3icpVFNj9MwEHXC11K+Chy5WFSVulKpErTi44C0ggvHRaK7K5puNHGdxLu2Y+wJolj5ixy48W9wmx6WXW6MZOn5zZs343FhpHCYJL+j+MbNW7fv7N0d3Lv/4OGj4eMnx65pLeNz1sjGnhbguBSaz1Gg5KfGclCF5CfFxYdN/uQbt040+jOuDV8qqLQoBQMMVD78Oa5yL847+o6+oJnQmPukO/PY0QykqSEkA2wUr6DXZU5UCs58ZqxQvJtsFfvU9MLvIvfn3WCcrRr0prtk/T9u/YiD7AdHCG6T3myaGSemvdtUhVst9vPhKJkl26DXQboDI7KLo3z4K4zKWsU1MgnOLdLE4NKDRcEkDz1bxw2wC6j4IkANirul3+69o+PArGjZ2HA00i17ucKDcm6tiqBUgLW7mtuQ/8otWizfLL3QpkWuWd+obCXFhm4+ka6E5QzlOgBgVoRZKavBAsPw1YOwhPTqk6+D45ez9NUs/XQwOny/W8ceeUaekwlJyWtySD6SIzInLDqIvkQsWsVv4zwu47qXxtGu5in5K+KvfwAE89d3</latexit>

⇣ = (↵, ,!,m,�)

<latexit sha1_base64="DKv9Tw1DYxgcVJCxoV3uE1IoCAg=">AAACunicpVFNb9QwEHXCVwlfWzhysVittJWWVVIh2gNIFVw4FoltK23SaOJ1su7aiWVPgMXKj4Qb/wbvZg+l5cZIlp7nvXkezxRaCotx/DsI79y9d//B3sPo0eMnT58N9p+f2aY1jM9YIxtzUYDlUtR8hgIlv9CGgyokPy9WHzf8+VdurGjqL7jWPFNQ1aIUDNCn8sHPUZU7cdXR9/Q1TUWNuYu7S4cdTUHqJXjSw0bxCnpdakWl4NKl2gjFu/FWcUB1L/wucnfVRaN00aDT3TXr/3HrW/SuPziCtxv3bpNUWzHp7SbK35biIPqWD4bxNN4GvQ2SHRiSXZzmg1++W9YqXiOTYO08iTVmDgwKJnkXpa3lGtgKKj73sAbFbea2o+/oyGcWtGyMPzXSbfZ6hQNl7VoVXqkAl/Ymt0n+i5u3WB5nTtS6RV6z/qGylRQbutkjXQjDGcq1B8CM8L1StgQDDP22Iz+E5OaXb4Ozw2nydpp8fjM8+bAbxx55SV6RMUnIETkhn8gpmREWHAVZUAZV+C4sQhGuemkY7GpekL8ixD9Q9dg7</latexit>w

classic H
L

developmental learning 



S3P-2024 - Neural propagation

B1 NARNIAN

<latexit sha1_base64="nlCkhhzrBd/ehf0k6yyeTO6J0sc=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cW7Ae0oWy2k3btZhN2N0IJ/QVePCji1Z/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHssHM0nQj+hQ8pAzaqzU4P1yxa26c5BV4uWkAjnq/fJXbxCzNEJpmKBadz03MX5GleFM4LTUSzUmlI3pELuWShqh9rP5oVNyZpUBCWNlSxoyV39PZDTSehIFtjOiZqSXvZn4n9dNTXjjZ1wmqUHJFovCVBATk9nXZMAVMiMmllCmuL2VsBFVlBmbTcmG4C2/vEpaF1Xvquo1Liu12zyOIpzAKZyDB9dQg3uoQxMYIDzDK7w5j86L8+58LFoLTj5zDH/gfP4A0XWM8w==</latexit>

i

<latexit sha1_base64="EHbn8H8n8b8cTNyXQCSw7p9dg3o=">AAADI3icbVJNj9MwEHXC1xK+unDkYlGt1ApRNSvELgek1XLhuEi0u1IToonrtt7aiWU7QBX5v3Dhr3DhAFpx4cB/wflYWraMlORp3ryZN45TyZk2w+Evz792/cbNWzu3gzt3791/0Nl9ONZ5oQgdkZzn6iwFTTnL6Mgww+mZVBREyulpunxd8acfqNIsz96ZlaSxgHnGZoyAcalk13u5F01zU0qblMziV/gZ1jWKgMsFNFAuWA3GSRl9qqHFT7frZP1uG0S6EK58CVICjliGy0gJTBYTFlt7KWpoi3Gk2VzA+zKSiglqe2uu3wg/2r/NmkktHTT2na3LBTaNH7N5r3XsfDVDorRK1u7O18Yk1MbWw9i501fS6usk/apZP9jYIul0h4NhHXgbhC3oojZOks6F80oKQTNDOGg9CYfSxCUowwinNogKTSWQJczpxMEMBNVxWf9ji/dcZopnuXJPZnCd3VSUILReidRVCjALfZWrkv/jJoWZHcYly2RhaEaaQbOCY5Pj6sLgKVOUGL5yAIhizqvbHxQQ465V4A4hvLryNhjvD8IXg/Dt8+7RcXscO+gxeoJ6KEQH6Ai9QSdohIj32fvqffd++F/8b/6F/7Mp9b1W8wj9E/7vP+SDA8Y=</latexit>

ch[i]

<latexit sha1_base64="gr8HDkxPtc8qXHEbpwDFlzlo3aQ=">AAADI3icbVLLjtMwFHXCawivDizZWFQjtUJUzQgxwwJpNGxYDhLtjNSE6MZ1W0/txLIdoIr8L2z4FTYsQCM2LPgXnMfQMuVKiY/uuefe40cqOdNmOPzl+deu37h5a+d2cOfuvfsPOrsPxzovFKEjkvNcnaWgKWcZHRlmOD2TioJIOT1Nl68r/vQDVZrl2TuzkjQWMM/YjBEwLpXsei/3omluSmmTkln8Cj/DukYRcLmABsoFq8E4KaNPNbT46XadrP9tg0gXwpUvQUrAEctwGSmByWLCYmsvRQ1tMY40mwt4X0ZSMUFtb831G+FH+7dZM6mlg8a+s3W5gU3jx2zeax07X82QKK2StbvztTEJtbH1MHbu9JW0Wp2kXzXrBxvFSac7HAzrwNsgbEEXtXGSdC6cV1IImhnCQetJOJQmLkEZRji1QVRoKoEsYU4nDmYgqI7L+o4t3nOZKZ7lyn2ZwXV2U1GC0HolUlcpwCz0Va5K/o+bFGZ2GJcsk4WhGWkGzQqOTY6rB4OnTFFi+MoBIIo5r+4WQQEx7lkF7hDCq1veBuP9QfhiEL593j06bo9jBz1GT1APhegAHaE36ASNEPE+e1+9794P/4v/zb/wfzalvtdqHqF/wv/9B+3AA8w=</latexit>

pa[i]

<latexit sha1_base64="rYyZf0SD17uudzNuuRv3RVyXPXM=">AAACDXicbVC7SgNBFJ2NrxhfUUubwRhIIIRdEbURgjaWEcwDskuYncwmQ2YfzNzVxCU/YOOv2FgoYmtv5984eRSaeODC4Zx7Z+49biS4AtP8NlJLyyura+n1zMbm1vZOdnevrsJYUlajoQhl0yWKCR6wGnAQrBlJRnxXsIbbvxr7jTsmFQ+DWxhGzPFJN+AepwS01M4e5e1OCMlgVIAivsBeYVC6L9kPDEgpLmbsAW8nfNTO5syyOQFeJNaM5NAM1Xb2S79KY58FQAVRqmWZETgJkcCpYKOMHSsWEdonXdbSNCA+U04yuWaE81rpYC+UugLAE/X3REJ8pYa+qzt9Aj01743F/7xWDN65k/AgioEFdPqRFwsMIR5HgztcMgpiqAmhkutdMe0RSSjoADM6BGv+5EVSPy5bp2Xr5iRXuZzFkUYH6BAVkIXOUAVdoyqqIYoe0TN6RW/Gk/FivBsf09aUMZvZR39gfP4ABo+aSQ==</latexit>

⇠i

<latexit sha1_base64="NYr6njgwRyoXaGLfe9a/XnLaeg8=">AAAB7XicbVDLSgNBEOz1GeMr6tHLYBA8hV0R9Rj04jGCeUCyhN7JbDJmdnaYmRVCyD948aCIV//Hm3/jJNmDJhY0FFXddHdFSnBjff/bW1ldW9/YLGwVt3d29/ZLB4cNk2aasjpNRapbERomuGR1y61gLaUZJpFgzWh4O/WbT0wbnsoHO1IsTLAvecwpWic1OkNUCrulsl/xZyDLJMhJGXLUuqWvTi+lWcKkpQKNaQe+suEYteVUsEmxkxmmkA6xz9qOSkyYCcezayfk1Ck9EqfalbRkpv6eGGNizCiJXGeCdmAWvan4n9fObHwdjrlUmWWSzhfFmSA2JdPXSY9rRq0YOYJUc3croQPUSK0LqOhCCBZfXiaN80pwWQnuL8rVmzyOAhzDCZxBAFdQhTuoQR0oPMIzvMKbl3ov3rv3MW9d8fKZI/gD7/MHmCSPJQ==</latexit>�<latexit sha1_base64="6hOVjykujFE1lDWqGm9laeT2Xzk=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRi8cWbC20oWy2k3bbzSbsboQS+gu8eFDEqz/Jm//GbZuDtj4YeLw3w8y8IBFcG9f9dgpr6xubW8Xt0s7u3v5B+fCopeNUMWyyWMSqHVCNgktsGm4EthOFNAoEPgbju5n/+IRK81g+mEmCfkQHkoecUWOlxqhXrrhVdw6ySrycVCBHvVf+6vZjlkYoDRNU647nJsbPqDKcCZyWuqnGhLIxHWDHUkkj1H42P3RKzqzSJ2GsbElD5urviYxGWk+iwHZG1Az1sjcT//M6qQlv/IzLJDUo2WJRmApiYjL7mvS5QmbExBLKFLe3EjakijJjsynZELzll1dJ66LqXVW9xmWldpvHUYQTOIVz8OAaanAPdWgCA4RneIU3Z+S8OO/Ox6K14OQzx/AHzucP0vmM9A==</latexit>

j

<latexit sha1_base64="coSWcAUouiHhLXJdLVRDZpHoPs8=">AAACHnicbVDLSgMxFM3U9/iqunQTLIUWSpkRXxtBdONSwdpCOwyZNNOmZh4kd7R1mC9x46+4caGI4Er/xrR2oa0HQg7n3Mu993ix4Aos68vIzczOzS8sLpnLK6tr6/mNzWsVJZKyGo1EJBseUUzwkNWAg2CNWDISeILVvZuzoV+/ZVLxKLyCQcycgHRC7nNKQEtufr/YakeQ9rMSlPEx9kv9SuueAakkZbPY6nM35ZlZutNfL6vgkdDLym6+YFWtEfA0scekgMa4cPMfegxNAhYCFUSppm3F4KREAqeCZWYrUSwm9IZ0WFPTkARMOenovAwXtdLGfiT1CwGP1N8dKQmUGgSergwIdNWkNxT/85oJ+EdOysM4ARbSn0F+IjBEeJgVbnPJKIiBJoRKrnfFtEskoaATNXUI9uTJ0+R6t2ofVO3LvcLJ6TiORbSNdlAJ2egQnaBzdIFqiKIH9IRe0KvxaDwbb8b7T2nOGPdsoT8wPr8BPX+guw==</latexit>

(wij , ⇠j)

<latexit sha1_base64="CH1PHpb7Kaw+bPek7nJjLf8O91o=">AAACKXicbVDLSgMxFM34rOOr6tJNsBRaKGVGRN0IRTcuK9gHtKVk0kwbzTxI7mjrML/jxl9xo6CoW3/EdNqFth4IOZxzb27ucULBFVjWp7GwuLS8sppZM9c3Nre2szu7dRVEkrIaDUQgmw5RTHCf1YCDYM1QMuI5gjWc24ux37hjUvHAv4ZRyDoe6fvc5ZSAlrrZSr7dCyAeJgUo4jPsFoal9gMDUoqKZr495N2YJ2a+cK/vm6SEU+UmMdOaVOtmc1bZSoHniT0lOTRFtZt91RNp5DEfqCBKtWwrhE5MJHAqmH46Uiwk9Jb0WUtTn3hMdeJ00wTntdLDbiD18QGn6u+OmHhKjTxHV3oEBmrWG4v/ea0I3NNOzP0wAubTySA3EhgCPI4N97hkFMRIE0Il13/FdEAkoaDDNXUI9uzK86R+WLaPy/bVUa5yPo0jg/bRASogG52gCrpEVVRDFD2iZ/SG3o0n48X4ML4mpQvGtGcP/YHx/QMfv6Vp</latexit>

⇣ij

invariances external purpose

<latexit sha1_base64="xiuY2MfVEvM5OIZ+fY8RLrXrMA8=">AAACIXicbVDLSgMxFM3UV62vUZdugqWgIGVGRLsRim66cFHBtkJbSibNtKGZzJDckdahv+LGX3HjQpHuxJ8xfeCjeiBw7jn3JrnHiwTX4DjvVmphcWl5Jb2aWVvf2Nyyt3eqOowVZRUailDdekQzwSWrAAfBbiPFSOAJVvN6l2O/dseU5qG8gUHEmgHpSO5zSsBILbuQuzroHzXuGZCj+DCTK5kq+q4b7RCS/hCfY3/cJuMvq2VnnbwzAf5L3BnJohnKLXtkLqNxwCRQQbSuu04EzYQo4FSwYaYRaxYR2iMdVjdUkoDpZjLZcIhzRmljP1TmSMAT9edEQgKtB4FnOgMCXT3vjcX/vHoMfqGZcBnFwCSdPuTHAkOIx3HhNleMghgYQqji5q+YdokiFEyoGROCO7/yX1I9zruneff6JFu8mMWRRntoHx0gF52hIiqhMqogih7QE3pBr9aj9Wy9WaNpa8qazeyiX7A+PgGeVKDC</latexit>

ẋ = f(x, ⌫, ⇣, u)

<latexit sha1_base64="mGwY+tIkUd3yQQpDwTJZNaMDysc=">AAACJnicbVDLSgMxFM34rPVVdekmWAoVSpkRUTeFopsuXFSwD2hLyaSZNjSTGZI70jr0a9z4K25cVETc+Smmj0VtPRA4Oefem9zjhoJrsO1va219Y3NrO7GT3N3bPzhMHR1XdRApyio0EIGqu0QzwSWrAAfB6qFixHcFq7n9u4lfe2JK80A+wjBkLZ90Jfc4JWCkdqpwnx3kcFNGueYzA5KLzpOZkpHChXuzE0A8GOEC9oyzWNtOpe28PQVeJc6cpNEc5XZqbIbRyGcSqCBaNxw7hFZMFHAq2CjZjDQLCe2TLmsYKonPdCuerjnCGaN0sBcocyTgqbrYERNf66HvmkqfQE8vexPxP68RgXfTirkMI2CSzh7yIoEhwJPMcIcrRkEMDSFUcfNXTHtEEQom2aQJwVleeZVUL/LOVd55uEwXb+dxJNApOkNZ5KBrVEQlVEYVRNELekNj9GG9Wu/Wp/U1K12z5j0n6A+sn18NoqJ/</latexit>

L(x, ⌫, ⇣, u)

<latexit sha1_base64="JwDt5FPD64ZCOeAui7HY3dK3pLQ=">AAACJnicbVDLSgMxFM3UVx1fVZdugqVQoZQZEXVTKLrpwkUFq0KnlEyaaUMzmSG5I61Dv8aNv+LGRUXEnZ9iWgs+6oHAyTn33uQePxZcg+O8W5mFxaXlleyqvba+sbmV29651lGiKGvQSETq1ieaCS5ZAzgIdhsrRkJfsBu/fz7xb+6Y0jySVzCMWSskXckDTgkYqZ2rFC6KgxL2ZFLy7hmQUnJg14wSf18LXieCdDDCFRwY52dpO5d3ys4UeJ64M5JHM9TbubEZRpOQSaCCaN10nRhaKVHAqWAj20s0iwntky5rGipJyHQrna45wgWjdHAQKXMk4Kn6syMlodbD0DeVIYGe/utNxP+8ZgLBaSvlMk6ASfr1UJAIDBGeZIY7XDEKYmgIoYqbv2LaI4pQMMnaJgT378rz5Pqw7B6X3cujfPVsFkcW7aF9VEQuOkFVVEN11EAUPaAnNEYv1qP1bL1ab1+lGWvWs4t+wfr4BAq1on8=</latexit>

H(x, p, ⇣, u)

<latexit sha1_base64="1Kzr1Z/guB/aFqL8zaM0Wvuczv8=">AAACKXicbVDLSgMxFM3Ud31VXboJlkLFUmZE1I1QdNOFiwq2Cp2hZNJMG5rJDMkdsQ79HTf+ihsFRd36I6a1C9t6IHByzr03ucePBddg259WZm5+YXFpeSW7ura+sZnb2m7oKFGU1WkkInXrE80El6wOHAS7jRUjoS/Yjd+7GPo3d0xpHslr6MfMC0lH8oBTAkZq5SqFy+J9CbsyKbkPDEgp2c8WqkaK/9zddgTp/QCf4cA4E7UHrVzeLtsj4FnijEkejVFr5V7NOJqETAIVROumY8fgpUQBp4INsm6iWUxoj3RY01BJQqa9dLTpABeM0sZBpMyRgEfq346UhFr3Q99UhgS6etobiv95zQSCUy/lMk6ASfr7UJAIDBEexobbXDEKom8IoYqbv2LaJYpQMOFmTQjO9MqzpHFYdo7LztVRvnI+jmMZ7aI9VEQOOkEVVEU1VEcUPaJn9IberSfrxfqwvn5LM9a4ZwdNwPr+ATaNovc=</latexit>

+

<latexit sha1_base64="aNh+2ubekXSpY/imZrceggv8mik=">AAACKXicbVDLSgMxFM3Ud32NunQTLIUKpcyIqJtC0Y0LFwr2AW0pmTTThmYyQ3JHWof+jht/xY2Com79EdPHwrYeCJycc+9N7vEiwTU4zpeVWlpeWV1b30hvbm3v7Np7+xUdxoqyMg1FqGoe0UxwycrAQbBapBgJPMGqXu9q5FcfmNI8lPcwiFgzIB3JfU4JGKlll7I3uX4eN2ScbzwyIPn4OJ29NlL0595oh5D0h7iIfePM1BZbdsYpOGPgReJOSQZNcduy38w4GgdMAhVE67rrRNBMiAJOBRumG7FmEaE90mF1QyUJmG4m402HOGuUNvZDZY4EPFb/diQk0HoQeKYyINDV895I/M+rx+BfNBMuoxiYpJOH/FhgCPEoNtzmilEQA0MIVdz8FdMuUYSCCTdtQnDnV14klZOCe1Zw704zpctpHOvoEB2hHHLROSqha3SLyoiiJ/SC3tGH9Wy9Wp/W96Q0ZU17DtAMrJ9fUdWjCQ==</latexit>=

<latexit sha1_base64="ZFqCC40wXrlqFeINUXIbp1L4/3E=">AAACZXicbVFNTxsxFPRuKU3TQgNUXDhgNYoEUoh2q4pyqYToJQcOIBFAykaR13kbLLxey36LErb5k9y4cuFv1JusxOeTLI1n5j3b41hLYTEI7j3/w9LH5U+1z/UvX1dWvzXW1s9tlhsOPZ7JzFzGzIIUCnooUMKlNsDSWMJFfP231C9uwFiRqTOcahikbKxEIjhDRw0b/1rHO5M2jVTejm4BWTvfrbe6jtLP9tEow2Iyo39o4pQX3iiGsVAFd1ews/qTsTss9CyKFowumb2SmzgPqFHlHzaaQSeYF30Lwgo0SVUnw8adm8fzFBRyyazth4HGQcEMCi7Bzc4taMav2Rj6DiqWgh0U85RmtOWYEU0y45ZCOmefdxQstXaaxs6ZMryyr7WSfE/r55gcDAqhdI6g+OKgJJcUM1pGTkfCAEc5dYBxI9xdKb9ihnF0H1N3IYSvn/wWnP/shPud8PRX8/CoiqNGtsgPskNC8pscki45IT3CyYNX89a8de/RX/G/+5sLq+9VPRvkRfnb/wESALSO</latexit>�
ẋ = Hp

ṗ = �Hx
optimal control energy-driven 

heuristics

<latexit sha1_base64="UzZObe2SyE8GzNPd9UwUIOnyjXw=">AAACnnicbZFda9swFIZl76vLPpptl70RC4EOsmCXse1m0G0wwj5YB0sbiDMjK8epqCwLSR7JhH/W/sju9m927LqQtjtgeP2877GOjzIthXVR9DcIb9y8dfvOzt3evfsPHu72Hz0+tmVlOEx5KUszy5gFKRRMnXASZtoAKzIJJ9nZ+8Y/+QnGilJ9dxsNi4KtlMgFZw5R2v89/Ly/HtFEVaPkFzg2qp71hhNEeus9WZbOr2v6huboXM4mGayE8hxnsPV2dJJ6XSdJh3SDnjdw3aRALS9aWrv9XhtJcsO4j2t/UCfIcDKWSZZeJKj+gU7aH0TjqC16XcSdGJCujtL+HzyGVwUoxyWzdh5H2i08M05wCThEZUEzfsZWMEepWAF24dv11nSIZEnz0uCjHG3pdodnhbWbIsNkwdypveo18H/evHL564UXSlcOFD8/KK8kdSVt7oouhQHu5AYF40bgrJSfMtyPwxvt4RLiq798XRwfjOOX4/jbi8Hhu24dO2SPPCX7JCavyCGZkCMyJTzYC94GH4NPIQ0/hF/Cr+fRMOh6npBLFc7+Abv7yLc=</latexit>

⇣̇ = �1

2
���p

2

<latexit sha1_base64="k9/X3DuveKUva1Pc+fhZjcZCm8g=">AAACC3icbVC7TsMwFHV4lvIKMLJYrZCYqgQhYEGqYGEsEn1IbRU5rtOaOk5k34BKlJ2FX2FhACFWfoCNv8FNO0DLkSwdn3Pvte/xY8E1OM63tbC4tLyyWlgrrm9sbm3bO7sNHSWKsjqNRKRaPtFMcMnqwEGwVqwYCX3Bmv7wcuw375jSPJI3MIpZNyR9yQNOCRjJs0udXgTpfeal/DbD57jzwIBMLh2Z5MSzy07FyYHniTslZTRFzbO/zFCahEwCFUTrtuvE0E2JAk4Fy4qdRLOY0CHps7ahkoRMd9N8lwwfGKWHg0iZIwHn6u+OlIRaj0LfVIYEBnrWG4v/ee0EgrNuymWcAJN08lCQCAwRHgeDe1wxCmJkCKGKm79iOiCKUDDxFU0I7uzK86RxVHFPKu71cbl6MY2jgPZRCR0iF52iKrpCNVRHFD2iZ/SK3qwn68V6tz4mpQvWtGcP/YH1+QPBhpuB</latexit>

ẇij = ⇣ij⌫ij<latexit sha1_base64="Jfd3HhYb51IRIWEfwTx/o5Sy2LE=">AAACDnicbVC7TsMwFHXKq5RXgJHFoqrEVCUIAQtSBQtjkehDaqvKcd3WreNE9g2oRPkCFn6FhQGEWJnZ+BvcNAO0HMnS8Tn3XvseLxRcg+N8W7ml5ZXVtfx6YWNza3vH3t2r6yBSlNVoIALV9IhmgktWAw6CNUPFiO8J1vDGV1O/cceU5oG8hUnIOj4ZSN7nlICRunap1O4FEN8n3ZiPEnyB2w8MyOzSllFKCqOuXXTKTgq8SNyMFFGGatf+MmNp5DMJVBCtW64TQicmCjgVLCm0I81CQsdkwFqGSuIz3YnTdRJcMkoP9wNljgScqr87YuJrPfE9U+kTGOp5byr+57Ui6J93Yi7DCJiks4f6kcAQ4Gk2uMcVoyAmhhCquPkrpkOiCAWTYMGE4M6vvEjqx2X3tOzenBQrl1kceXSADtERctEZqqBrVEU1RNEjekav6M16sl6sd+tjVpqzsp599AfW5w85k5w4</latexit>

j

input

Figure 2: Compact description by the Hamiltonian of the system. Learning and inference

is driven in a new framework of optimization in the enriched space of weights (⌫, ⇣).

a related process can take place by focus of attention in specific neurons at
the right time without pre-processing on large data collections. As shown in
Fig. 2, we assume to implement this idea through appropriate gating mech-
anisms based on weights1 ⇣, which operate both on the variation of the state
x = (⇠0, w0)0 and on the loss term of the Lagrangian function. Interestingly,
the learning trajectories are related to the problem of determining the mo-
tion trajectory in Mechanics. The laws that emerge follow the minimization
of the action, which is a functional related to the empirical risk defined in
the temporal context of interest. Overall, the theory relies on the introduc-
tion of the ⇣ weights, that have also been advocated in the longstanding
discussions on biological plausibility [7]. The system dynamics illustrated in
Fig. 2 is based on two di↵erent scheme of weigt updating:

• Update of w based on ẇ = ⇣⌫ based on its velocity ⌫.
It is based on the theory of optimal control. It can be proven that this
leads to a Local SpatioTemporal Propagation (LSTP) algorithm [8]2,

1
It is noteworthy that, although in a di↵erent context, gating techniques have already

been successfully used in LSTMs [6].
2
It is also included in Annex 1.
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LEARNING IN THE TEMPORAL DIMENSION

B2 NARNIAN

action is typically referred to as the Principle of Least Action [11], in general
the motion trajectory corresponds with a stationary point of S(x). We notice
that while in Mechanics is the velocity v of the particle to control its motion,
the formulation of learning involves the prediction ⇠ of the output of a neural
network and a sort of velocity ⌫ of the weights of the synaptic connections
(see Fig. 2). While the initial teleological assumption in Mechanics which
led to think of “Least Action” is currently rejected because of the arguable
formulation of an objective for a single particle, an intelligent agent is in
fact interacting with the environment by specific objectives3.

What is the relationship between laws of motion in Mechanics and
cognitive laws? What is the meaning of the di↵erent signs of � and
� ? Why the action in Mechanics must be stationary, whereas the
proposed related formulation of learning involves a related cognitive
action that must be minimized.

1.1

1.2 Neural Propagation by Hamiltonian Learning

HAMILTONIAN EQUATIONS
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ṗij = �si↵i!ij�
�(ai)pi⇠j

<latexit sha1_base64="EHbn8H8n8b8cTNyXQCSw7p9dg3o=">AAADI3icbVJNj9MwEHXC1xK+unDkYlGt1ApRNSvELgek1XLhuEi0u1IToonrtt7aiWU7QBX5v3Dhr3DhAFpx4cB/wflYWraMlORp3ryZN45TyZk2w+Evz792/cbNWzu3gzt3791/0Nl9ONZ5oQgdkZzn6iwFTTnL6Mgww+mZVBREyulpunxd8acfqNIsz96ZlaSxgHnGZoyAcalk13u5F01zU0qblMziV/gZ1jWKgMsFNFAuWA3GSRl9qqHFT7frZP1uG0S6EK58CVICjliGy0gJTBYTFlt7KWpoi3Gk2VzA+zKSiglqe2uu3wg/2r/NmkktHTT2na3LBTaNH7N5r3XsfDVDorRK1u7O18Yk1MbWw9i501fS6usk/apZP9jYIul0h4NhHXgbhC3oojZOks6F80oKQTNDOGg9CYfSxCUowwinNogKTSWQJczpxMEMBNVxWf9ji/dcZopnuXJPZnCd3VSUILReidRVCjALfZWrkv/jJoWZHcYly2RhaEaaQbOCY5Pj6sLgKVOUGL5yAIhizqvbHxQQ465V4A4hvLryNhjvD8IXg/Dt8+7RcXscO+gxeoJ6KEQH6Ai9QSdohIj32fvqffd++F/8b/6F/7Mp9b1W8wj9E/7vP+SDA8Y=</latexit>

ch[i]

<latexit sha1_base64="gr8HDkxPtc8qXHEbpwDFlzlo3aQ=">AAADI3icbVLLjtMwFHXCawivDizZWFQjtUJUzQgxwwJpNGxYDhLtjNSE6MZ1W0/txLIdoIr8L2z4FTYsQCM2LPgXnMfQMuVKiY/uuefe40cqOdNmOPzl+deu37h5a+d2cOfuvfsPOrsPxzovFKEjkvNcnaWgKWcZHRlmOD2TioJIOT1Nl68r/vQDVZrl2TuzkjQWMM/YjBEwLpXsei/3omluSmmTkln8Cj/DukYRcLmABsoFq8E4KaNPNbT46XadrP9tg0gXwpUvQUrAEctwGSmByWLCYmsvRQ1tMY40mwt4X0ZSMUFtb831G+FH+7dZM6mlg8a+s3W5gU3jx2zeax07X82QKK2StbvztTEJtbH1MHbu9JW0Wp2kXzXrBxvFSac7HAzrwNsgbEEXtXGSdC6cV1IImhnCQetJOJQmLkEZRji1QVRoKoEsYU4nDmYgqI7L+o4t3nOZKZ7lyn2ZwXV2U1GC0HolUlcpwCz0Va5K/o+bFGZ2GJcsk4WhGWkGzQqOTY6rB4OnTFFi+MoBIIo5r+4WQQEx7lkF7hDCq1veBuP9QfhiEL593j06bo9jBz1GT1APhegAHaE36ASNEPE+e1+9794P/4v/zb/wfzalvtdqHqF/wv/9B+3AA8w=</latexit>

pa[i]

Energy-Driven 
Heuristics

Figure 2: Local SpatioTemporal Propagation scheme from Hamilton eqs.

This research project starts from the fundamental assumption that the pro-
tagonism of time is not a prerogative of Biology, but that instead time can
play the leading role also in artificial systems in a common framework of
information-based laws of learning. The driving idea is that the Least Ac-
tion Principle, expressed as an optimal control problem by Eq. 1, has a dual
Least Cognitive Action Principle based on the corresponding Lagrangian
(see Fig. 1). While in Statistical Machine Learning we minimize the func-
tional risk, in this temporal setting, the cognitive action plays the same role

3
In the following, the objective of each task of the project will be boxed.
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process one single sequence which corresponds with the agent life. Learning is
regarded as an optimization problem of a functional risk that arises from the
environmental information over the agent life. We use the mathematical appa-
ratus of Dynamic Programming and Optimal Control to approach the problem.
We show that the distinctive spirit of learning springs out from the need to
solve the Hamilton equations by Cauchy initialization, just like in most related
problems of Theoretical Physics. Interestingly, the explicit dependence on time
of the Hamiltonian, which reflects the interaction with the environment, leads
to the problem of devising approximations of the optimal solution that can only
be given by imposing boundary conditions2.

This paper shows that minimization of the functional risk with given bound-
ary conditions can be approximated by using Cauchy conditions, which opens
the doors to truly on-line computational schemes. We analyze the system dy-
namics behind learning in terms of energy exchange. The main result is that
learning can only take place if we properly introduce appropriate focus of at-
tention mechanisms, that turn out to play a crucial role in order to control the
energy accumulation in the agent. The theory suggests that the agent must
be gradually exposed to the environment, that is an appropriate filtering of the
information must take place in order to prevent unstable behavior. This seems
to interpret also many results from developmental psychology which clearly in-
dicate that the above mechanisms takes place in children [5, 6].

2 Learning in the temporal dimension

We consider a continuous-time model of recurrent neural networks whose neu-
rons are labeled by natural numbers N. Some of the neurons are reserved to
model the interactions with the environment, where others are hidden. Basi-
cally, V = I [ H [ O, where I is the set of input units and H is the set of
hidden neurons, and O is the set of outputs neurons. It turns out that for input
nodes, i 2 I, the corresponding neuron returns a value ⇠i that is expected to get
as close as possible to the environmental input ui. Likewise, for output units,
o 2 O, being O the set of output units, ⇠o codes an action that is expected to
optimize the agent behavior. Finally, other units ⇠h, that are characterized by
h 2 H, are hidden. We also introduce V̄ := H [ O which represents the set of
non-degenerate neurons. This set is useful also for defining the architecture of
the recurrent network which is characterized by the graph G = (V,A), where
A ⇢ V ⇥ V̄ is the set of arcs. The neural system dynamics obeys the ODE

N :

8
>>>><

>>>>:

⇠i(t) = ui(t) i 2 I
⇠̇i(t) = ↵i(t)

h
� ⇠i(t) + �

⇣P
j2V

wij(t)⇠j(t)
⌘i

i 2 V̄
ẇij(t) =  ij(t)⌫ij(t) (i, j) 2 A
wij(t) = !ij(t)wij(t) (i, j) 2 A

(1)

2
It is important to bear in mind that one can use boundary conditions only if the overall

data collection is recorded, whereas we assume that on-line processing is only permitted

beginning from initial conditions.

2

Forw
ard

Backw
ard

parents

children

2 Alessandro Betti and Marco Gori

t t+ 1 t+ 2 t+ 3 t+ 4 t+ 5 t+ 6 t+ 7 t+ 8

Fig. 1. Forward and backward wave on a ten-level network when the input and the
supervision is kept constant.

feedback weights can support error backpropagation. However, any interpreta-

tion which neglects the role of time might not fully capture the essence of bio-

logical plausibility. The intriguing marriage between energy-based models with

object functions for supervision that gives rise to Equilibrium Propagation [11]

seems to be better suited to capture the role of time. Based on a full trust on

the tole of temporal evolution, in [1], the authors proposed the formulation of

learning under the framework of laws of nature derived from variational prin-

ciples. This paper springs out from recent studies especially on the problem of

learning visual features [4, 5, 2] and it was also stimulated by a nice analysis on

the interpretation of Newtonian mechanics equations in the variational frame-

work [9].

This paper shows that when looking for laws of learning more than from

learning algorithms, one can clearly see the emergence of the biological plau-

sibility of Backprop, an issue that has been controversial since its spectacular

impact. We claim that the algorithm does represent a sort of degenerate pro-

cess of a natural spatiotemporal di↵usion process that can clearly be understood

when thinking of perceptual tasks, like speech and vision, where signals possess

smooth properties. In those tasks, instead of performing the forward-backward

scheme for any frame, one can properly spread the weight update according to a

di↵usion scheme. While this is quite an obvious remark on parallel computation,

the disclosure of the degenerate di↵usion scheme behind Backprop, sheds light on

its biological plausibility. This is especially important at the light of recent dis-

coveries on the underlining di↵usion process that characterizes neural networks

with any pattern of interconnections, including cyclic links [3]. The learning pro-

cess that emerges in this framework is based on complex di↵usion waves that,

however, is dramatically simplified under the feedforward assumption, where the

propagation is split into forward and backward waves.

This is all that is needed to write down Hamilton’s equations:

Proposition 1. For all t 2 (0, T ) the following Hamilton’s equations holds true
8
>>>>>>>>>>>><

>>>>>>>>>>>>:

⇠̇i(t) = ↵i

h
� ⇠i(t) + �

⇣ X
j2pa[i]

!ij(t)wij(t)⇠j(t)
⌘i

;

ẇij(t) = �
 

2
ij(t)

mij(t)
pij(t);

ṗi(t) = � s��i(t)V⇠i(⇠(t), t) + s↵i(t)pi(t)

� s

X
2ch[i]

↵(t)!i(t)�
0

⇣X
j2pa[]

!j(t)wj(t)⇠j(t)
⌘
wi(t)p(t);

ṗij(t) = �s↵i(t)!ij(t)�
0

⇣X
m

wim(t)⇠m(t)
⌘
pi(t)⇠j(t).

(17)

Here we assume that s = ±1, that is s = 1 for determining the oracle O2

solution, whereas s = 1 for the causal agent. In the reminder of the paper
we will use the notation ai(t) =

P
j2pa[i] !ij(t)wij(t)⇠j(t) to denote the static

activation of the neurons. 4

The optimal solution can be obtained by solving the above ODE under the
boundary conditions:

x
?(0) = x0, p

?(T ) = pT = 0. (18)

The system dynamics defined by Eq. (17) exhibits locality both in time and space,
a property which has given rise to a longstanding discussion in the community
of Machine Learning. The learning algorithms for recurrent neural networks
are in fact mostly clustered under two di↵erent algorithmic frameworks that
come from Backpropagation Through Time (BPTT) and Real Time Recurrent
Learning (RTRL) [8, 10]. Interestingly, BPTT is local in space, but not in
time, whereas RTRL is local in time but not in space. However, the appeal of
spatiotemporal locality which is possessed by Eq. 17 will become relevant only
when we will provide evidence that we can solve those ODE equations under
Cauchy conditions according to the approximation stated by a causal agent.

5 Energy-driven causal agents

In this section we start thinking of the causal agent. We carry out an analysis
which driven by the consequences of bounding the Hamiltonian. Since it de-
pends on the state and on the costate, we discuss their boundedness separately.

5.1 Boundedness of the state ⇠i

We begin stating a proposition on the BIBO stability of the recurrent neural
network model described by ODE 1 which comes from classic result of System
Theory that is stated in the following Lemma.

4
This notation hides the ⇠ and w dependence, so it should be used with due care.

9
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This is all that is needed to write down the following Hamilton’s equations of
learning:

Proposition 1. For all t 2 (0, T ) the following Hamilton’s equations holds true
8
>>>>>>>>>><

>>>>>>>>>>:

[i] ⇠̇i(t) = ↵i(t)
h

� ⇠i(t) + �

⇣X
j2pa[i]

!ij(t)wij(t)⇠j(t)
⌘i

;

[ii] ẇij(t) = ��ij(t)pij(t);

[iii] ṗi(t) = � si(t)�i(t)V⇠i(⇠(t), t) + si(t)↵i(t)pi(t)

� si(t)
X

2ch[i]
↵(t)!i(t)�

0

⇣X
j2pa[]

!j(t)wj(t)⇠j(t)
⌘
wi(t)p(t);

[iv] ṗij(t) = �si(t)↵i(t)!ij(t)�
0

⇣X
m

wim(t)⇠m(t)
⌘
pi(t)⇠j(t).

(10)

Here we assume that ṗ = sHx, where si(t) = ±1. This is one of the char-
acteristic equation of the Hamilton-Jacobi-Bellman equations (see Section A in
the Appendix) where si(t) = 1. Interestingly, when flipping si(t), the corre-
sponding equation gives rise to an important system dynamical behavior based
on dissipation which favor convergence. The optimal solution can be obtained
by solving the above ODE under the boundary conditions:

x
?(0) = x0, p

?(T ) = pT = 0. (11)

Now we show that we can provide a simple straightforward description of
the evolution of the weights. We begin with the introduction of the another
dissipation parameter ✓ij to facilitate such a description.

Definition 1. The real number

✓ij :=
ṁij

mij
� 2

 ̇ij

 ij
(12)

is referred to as a joint dissipation factor.

Here, “joint” means that, like for �ij also ✓ij involves dissipation that arises from
both the model and the Lagrangian. Interestingly ✓ij and �ij are intimately
related.

Lemma 2. The dissipation parameter �ij evolves according to

�ij(t) = �ij(0) · exp �
Z t

0
✓ij(s)ds (13)

Proof. The proof can be promptly driven from the above the definition of �ij .
We have

�̇ij =
d

dt

 
2
ij

mij
=
 

2
ij

mij

 
2
 ̇ij

 ij
� ṁij

mij

!
= �

 
2
ij

mij
✓ij = ��ij✓ij . (14)

Then the thesis arises directly from the integration of the ODE.
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Hamiltonian function. It can be determined by considering the function

H(⇠i, wij , pi, pij , t)

= min
v

✓
1

2

X
ij

mij(t)⌫
2
ij(t) + �i(t)V

�
⇠i, t

�

+
X

i

↵i(t)pi(t)
h

� ⇠i(t) + �

⇣X
j
!ij(t)wij(t)⇠j(t)

⌘i

+
X

ij

pij(t) ij(t)⌫ij(t)

◆
.

(6)

Hence the minimum that defines the Hamiltonian is attained at ⌫ij = �( ij(t)/mij(t))pij(t)
which means that the Hamiltonian can be computed in closed form

H(⇠i, wij , pi, pij , t) =
1

2

X
ij

 
2
ij(t)

mij(t)
p
2
ij(t) +

X

i2O

�i(t)V
�
⇠(t), t

�

+
X

i
↵i(t)pi(t)

h
� ⇠i(t) + �

⇣ X
j
!ij(t)wij(t)⇠j(t)

⌘i
�

X
ij

 
2
ij(t)

mij(t)
p
2
ij(t).

= �
X

ij

 
2
ij(t)

2mij(t)
p
2
ij(t) +

X
i
↵i(t)pi(t)

h
� ⇠i(t) + �

⇣ X
j
!ij(t)wij(t)⇠j(t)

⌘i
.

Now if we define

�ij(t) :=
 

2
ij(t)

mij(t)
(7)

the Hamiltonian becomes

H = � 1

2

X
ij2A

�ij(t)p
2
ij(t) +

X
i2O

�i(t)V
�
⇠(t), t

�

+
X

i2V̄
↵i(t)pi(t)

h
� ⇠i(t) + �

⇣
ai(t)

⌘i
.

(8)

Remark 4. A curiosity-driven process can be carried out if the intelligent agent
is expected to process also derivatives of the input, that is if there are inputs for
which

⇠̇i(t) = ui(t). (9)

In this case the Hamiltonian needs to incorporate the corresponding p · f terms,
that is

P
I

pi(t)ui(t).

Since we have an explicit formula for H we can directly compute the gradi-
ents of the function. In particular we have that

Lemma 1. For all t > 0 we have

H⇠i = �iV⇠i(⇠, t) � ↵ipi +
X

2ch[i]
↵!i�

0

⇣X
j2pa[]

!jwj⇠j

⌘
wip;

Hwij = ↵i!ij�
0

⇣X
m2pa[i]

!imwim⇠m

⌘
pi⇠j ;

Hpi = ↵i

h
� ⇠i + �

⇣ X
j
!ijwij⇠j

⌘i
;

Hpij = ��ijpij .
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by solving the above ODE under the boundary conditions:

x
?(0) = x0, p

?(T ) = pT = 0. (11)

Now we show that we can provide a simple straightforward description of
the evolution of the weights. We begin with the introduction of the another
dissipation parameter ✓ij to facilitate such a description.

Definition 1. The real number

✓ij :=
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[iv] ṗij(t) = �si(t)↵i(t)!ij(t)�
0

⇣X
m

wim(t)⇠m(t)
⌘
pi(t)⇠j(t).

(10)
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This leads to the following important result:

Corollary 1. If ✓ij(t) > 0 then �̇ij(t) < 0 and �ij(t) > 0.

Proposition 2. Second-order weights evolution

The Hamiltonian evolution dictated by Eqs. 10 leads to the following second-
order direct interpretation of their dynamics

ẅij + ✓ijẇij + �ij ṗij = 0. (15)

Proof. The proof comes straightforwardly if we di↵erentiate with respect to time
of the second of the Hamilton equations 10 when using Eq. 14 and Definition 1.

Generalized Gradient rs
⇣

Eq. 10 -[ii] and eq. 15 gives a straightforward expression for the evolution of the
weights. However, while Eq. 10 -[ii] connects the evolution of the weights to pij ,
eq. 15 yields a direct involvement of ṗij . Interestingly, eq. 10 -[iii] and eq. 10
-[iv] can be thought of a generalized gradients based on loss V . In the first one,
if we introduce rs

⇣V[0,t) such that ẇij = ��ijrs
⇣V we can interpret rs

⇣V as
the the driving gradient of the system dynamics. Moreover, this gradient-based
interpretation leads to conclude that

rs
⇣V[0,t) :=

Z t

0

�
s � ! � p⇠ � ⇠

�
(⌧)d⌧. (16)

Since, the system dynamics of eq. 10 -[iv] involves ṗij the corresponding gradient
descent interpretation arises when the defining the generalized gradient by

rs
⇣V (t) :=

�
s � ! � p⇠ � ⇠

�
(t) (17)

Hamiltonian Learning and Spatiotemporal Locality

The system dynamics defined by Eq. (10) exhibits locality both in time and space,
a property which has given rise to a longstanding discussion in the community
of Machine Learning. The learning algorithms for recurrent neural networks
are in fact mostly clustered under two di↵erent algorithmic frameworks that
come from Backpropagation Through Time (BPTT) and Real Time Recurrent
Learning (RTRL) [18, 25]. Interestingly, BPTT is local in space, but not in
time, whereas RTRL is local in time but not in space. However, the appeal of
spatiotemporal locality which is possessed by Eq. 10 will become relevant only
when we will provide evidence that we can solve those ODE equations under
Cauchy conditions according to the approximation stated by a causal agent.
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II - gradient-based interpretation
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for t in range(n-1):
        #
        # Hamilton's statiotemporal propagation
        #
        p_x_dot[t,0] =  q * (z[t] - x[t,0]) * gamma[t]
        for i in range(m):
                x_dot[t,i] = SignFlip[t]*(-x[t,i]+Sigma(f[i]))                                             
                x[t+1,i] = x[t,i] + tau*x_dot[t,i]
                p_b_dot[t,i] = - SignFlip[t]*(DSigma(f[i])*p_x[t,i]*u[t] + r_0w*b[t,i])
                p_b[t+1,i] = p_b[t,i] + tau*p_b_dot[t,i] 
                p_x_dot[t,i] = p_x_dot[t,i] + p_x[t,i] - r_0x * x[t,i]
                b_dot[t,i] = -SignFlip[t]*p_b[t,i]/r_w
                b[t+1,i] = b[t,i] + tau*b_dot[t,i]
                for j in range(m):
                        f[i] +=  w[t,i,j]*x[t,j]
                        p_x_dot[t,i] = p_x_dot[t,i] - DSigma(f[i])*p_x[t,j]*w[t,j,i]                       
                        p_w_dot[t,i,j] = - SignFlip[t]*(DSigma(f[i]) *p_x[t,i]*x[t,j] + r_0w*w[t,i,j])       
                        p_w[t+1,i,j] = p_w[t,i,j] + tau*p_w_dot[t,i,j]
                        w_dot[t,i,j] = -SignFlip[t]*p_w[t,i,j]/r_w                                                      
                        w[t+1,i,j] = w[t,i,j] + tau*w_dot[t,i,j]
                p_x_dot[t,i] = SignFlip[t]*p_x_dot[t,i]
                p_x[t+1,i] = p_x[t,i] + tau*p_x_dot[t,i]

response

target

“forward”
<latexit sha1_base64="tYeNoV1OfLhqQ9/VpviBHVjp79k=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBbBU0lE1GPRS48V7Qe0oWy2k3bpZhN2N0IJ/QlePCji1V/kzX/jts1BWx8MPN6bYWZekAiujet+O4W19Y3NreJ2aWd3b/+gfHjU0nGqGDZZLGLVCahGwSU2DTcCO4lCGgUC28H4bua3n1BpHstHM0nQj+hQ8pAzaqz0UO8n/XLFrbpzkFXi5aQCORr98ldvELM0QmmYoFp3PTcxfkaV4UzgtNRLNSaUjekQu5ZKGqH2s/mpU3JmlQEJY2VLGjJXf09kNNJ6EgW2M6JmpJe9mfif101NeONnXCapQckWi8JUEBOT2d9kwBUyIyaWUKa4vZWwEVWUGZtOyYbgLb+8SloXVe+q6t1fVmq3eRxFOIFTOAcPrqEGdWhAExgM4Rle4c0Rzovz7nwsWgtOPnMMf+B8/gAkBI21</latexit>

Hp “backward”
<latexit sha1_base64="7z63JhK7kcEm076dZtCLxNz3ibE=">AAAB63icbVBNSwMxEJ2tX7V+VT16CRbBi2VXinoseumxgv2AdinZNNuGJtklyYpl6V/w4kERr/4hb/4bs+0etPXBwOO9GWbmBTFn2rjut1NYW9/Y3Cpul3Z29/YPyodHbR0litAWiXikugHWlDNJW4YZTruxolgEnHaCyV3mdx6p0iySD2YaU1/gkWQhI9hk0kVj8DQoV9yqOwdaJV5OKpCjOSh/9YcRSQSVhnCsdc9zY+OnWBlGOJ2V+ommMSYTPKI9SyUWVPvp/NYZOrPKEIWRsiUNmqu/J1IstJ6KwHYKbMZ62cvE/7xeYsIbP2UyTgyVZLEoTDgyEcoeR0OmKDF8agkmitlbERljhYmx8ZRsCN7yy6ukfVn1rqrefa1Sv83jKMIJnMI5eHANdWhAE1pAYAzP8ApvjnBenHfnY9FacPKZY/gD5/MHmceN9A==</latexit>�Hx
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ENERGY BALANCE 

S3P-2024 - Neural propagation

This proposition states that the decrement of the co-state kinetic term
(1/2)p2

w takes place if and only if the co-state pw and the generalized gradi-
ent rs

⇣V are correlated. As shown below we can also related the progress of
learning in terms of the evolution of ẇ and ṗ.

Proposition 9. The velocities of the state w and co-state pw are correlated if
and only if the square of the co-state decreases, that is

hẇ, ṗi = ẇ · ṗ > 0 $ d

dt
p
2
w < 0. (26)

Proof. The proof is straightforward. From Hamiltonian equation ẇij = ��ijpij

we get

ẇij ṗij = ��ijpij ṗij = ��ij
1

2

d

dt
p
2
ij .

Hence, the proof follow when considering that �ij > 0.

Unlike the local decrement of p
2
⇠ the case of pw leads to an additional im-

portant result.

Proposition 10. When using a policy that guarantees that ṗij < 0 then the
learning process ends up into constant weights wij, that is limt1 pij(t) = 0.

Proof. When d/dt(p2
ij) ! 0 then ṗij ! 0. From Proposition 2 we get ẅij +

✓ij ✓̇ij = 0 which, in turns, leads to achieve constant solutions for wij . Now, if
�ij 6= 0, for the Hamiltonian learning 10-iv we get wij ! 0.

7 Energy balance

Now we carry out a classic analysis on the energy balance coming from the
interaction of the agent with the environment. We begin considering the con-
tribution Ht. In case si(t) ⌘ 1 we have Hx · ẋ + Hp · ṗ = 0, which leads to
Ḣ = (d/dt)H = Ht.

Definition 2. The terms

E :=

Z t

0
�i(⌧)Vs(⇠i(⌧), ⌧)d⌧

D := D� + D� + D↵ + D!

(27)

are referred to as the environmental energy and the dissipated energy, respec-
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tively, where

D� := �
Z t

0
�̇i(⌧)V (⇠i(⌧), ⌧)d⌧

D� :=
1

2

Z t

0

X
ij
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2
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Z t

0

X
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↵̇i(⌧)pi(⌧)
h
� ⇠i(⌧) + �

�
ai(⌧)
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0

X
i2V̄

↵i(⌧)pi(⌧)�
0
�
ai(⌧)

� X
j
!̇ij(⌧)wij(⌧)⇠j(⌧)d⌧

(28)

The dissipation energy arises because of the temporal changes of ↵i, ij , mi,�i,
even though the role of  ij is replaced with �ij .

Theorem 1. - I Principle of Cognidynamics

The system dynamics evolves under the energy balance

E = �H + D (29)

Proof.
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@

@s
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X
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2
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X
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X
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2
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Now, let �H := H(⇠(t), w(t), p⇠(t), pw(t), t) �H(⇠(0), w(0), p⇠(0), pw(0), 0) be.
If we integrate over [0, t] we get

�H =

Z t

0

X

i2O

�
�i(⌧)Vs(⇠i(⌧), ⌧)

�
d⌧  E

+

Z t

0
�̇i(⌧)V (⇠i(⌧), ⌧)d⌧  �D�
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input/output information

variation of loss gating 

variation of weight  velocity gating 

variation of activation gating 

variation of weight gating 
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tively, where
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(28)

The dissipation energy arises because of the temporal changes of ↵i, ij , mi,�i,
even though the role of  ij is replaced with �ij .

Theorem 1. - I Principle of Cognidynamics

The system dynamics evolves under the energy balance

E = �H + D (29)

Proof.
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Now, let �H := H(⇠(t), w(t), p⇠(t), pw(t), t) �H(⇠(0), w(0), p⇠(0), pw(0), 0) be.
If we integrate over [0, t] we get

�H =
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I Principle of Cognidynamics

<latexit sha1_base64="Jz6A/dEiQKA7BGFLg7RtpqPW9OE=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KomIeiyK4LEF+wFtKJvtpF272YTdjVBCf4EXD4p49Sd589+4bXPQ1gcDj/dmmJkXJIJr47rfzsrq2vrGZmGruL2zu7dfOjhs6jhVDBssFrFqB1Sj4BIbhhuB7UQhjQKBrWB0O/VbT6g0j+WDGSfoR3QgecgZNVaq3/VKZbfizkCWiZeTMuSo9Upf3X7M0gilYYJq3fHcxPgZVYYzgZNiN9WYUDaiA+xYKmmE2s9mh07IqVX6JIyVLWnITP09kdFI63EU2M6ImqFe9Kbif14nNeG1n3GZpAYlmy8KU0FMTKZfkz5XyIwYW0KZ4vZWwoZUUWZsNkUbgrf48jJpnle8y4pXvyhXb/I4CnAMJ3AGHlxBFe6hBg1ggPAMr/DmPDovzrvzMW9dcfKZI/gD5/MHmuWMzw==</latexit>

E

<latexit sha1_base64="/GjIqvIKiIBr+DdwbKirDA1K0T8=">AAAB6HicbVBNS8NAEJ34WetX1aOXxSJ4KomIeizqwWML9gPaUDbbSbt2swm7G6GE/gIvHhTx6k/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqxUv+uVym7FnYEsEy8nZchR65W+uv2YpRFKwwTVuuO5ifEzqgxnAifFbqoxoWxEB9ixVNIItZ/NDp2QU6v0SRgrW9KQmfp7IqOR1uMosJ0RNUO96E3F/7xOasJrP+MySQ1KNl8UpoKYmEy/Jn2ukBkxtoQyxe2thA2poszYbIo2BG/x5WXSPK94lxWvflGu3uRxFOAYTuAMPLiCKtxDDRrAAOEZXuHNeXRenHfnY9664uQzR/AHzucPmWGMzg==</latexit>

D

<latexit sha1_base64="I+C4bZtXebnijkMRGIjHPQmUDTY=">AAAB73icbVBNS8NAEJ34WetX1aOXxSJ4KomIeizqoccK9gPaUDbbSbt0s4m7G6GE/gkvHhTx6t/x5r9x2+agrQ8GHu/NMDMvSATXxnW/nZXVtfWNzcJWcXtnd2+/dHDY1HGqGDZYLGLVDqhGwSU2DDcC24lCGgUCW8Hoduq3nlBpHssHM07Qj+hA8pAzaqzU7t6hMJTUeqWyW3FnIMvEy0kZctR7pa9uP2ZphNIwQbXueG5i/Iwqw5nASbGbakwoG9EBdiyVNELtZ7N7J+TUKn0SxsqWNGSm/p7IaKT1OApsZ0TNUC96U/E/r5Oa8NrPuExSg5LNF4WpICYm0+dJnytkRowtoUxxeythQ6ooMzaiog3BW3x5mTTPK95lxbu/KFdv8jgKcAwncAYeXEEValCHBjAQ8Ayv8OY8Oi/Ou/Mxb11x8pkj+APn8wdOvY9+</latexit>

�H

All energy term can either be positive or negative!
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The dissipation energy arises because of the temporal changes of ↵i, ij , mi,�i,
even though the role of  ij is replaced with �ij .

Theorem 1. - I Principle of Cognidynamics

The system dynamics evolves under the energy balance

E = �H + D (29)
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Now, let �H := H(⇠(t), w(t), p⇠(t), pw(t), t) �H(⇠(0), w(0), p⇠(0), pw(0), 0) be.
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invariances external purpose
<latexit sha1_base64="JwDt5FPD64ZCOeAui7HY3dK3pLQ=">AAACJnicbVDLSgMxFM3UVx1fVZdugqVQoZQZEXVTKLrpwkUFq0KnlEyaaUMzmSG5I61Dv8aNv+LGRUXEnZ9iWgs+6oHAyTn33uQePxZcg+O8W5mFxaXlleyqvba+sbmV29651lGiKGvQSETq1ieaCS5ZAzgIdhsrRkJfsBu/fz7xb+6Y0jySVzCMWSskXckDTgkYqZ2rFC6KgxL2ZFLy7hmQUnJg14wSf18LXieCdDDCFRwY52dpO5d3ys4UeJ64M5JHM9TbubEZRpOQSaCCaN10nRhaKVHAqWAj20s0iwntky5rGipJyHQrna45wgWjdHAQKXMk4Kn6syMlodbD0DeVIYGe/utNxP+8ZgLBaSvlMk6ASfr1UJAIDBGeZIY7XDEKYmgIoYqbv2LaI4pQMMnaJgT378rz5Pqw7B6X3cujfPVsFkcW7aF9VEQuOkFVVEN11EAUPaAnNEYv1qP1bL1ab1+lGWvWs4t+wfr4BAq1on8=</latexit>

H(x, p, ⇣, u)

<latexit sha1_base64="ZFqCC40wXrlqFeINUXIbp1L4/3E=">AAACZXicbVFNTxsxFPRuKU3TQgNUXDhgNYoEUoh2q4pyqYToJQcOIBFAykaR13kbLLxey36LErb5k9y4cuFv1JusxOeTLI1n5j3b41hLYTEI7j3/w9LH5U+1z/UvX1dWvzXW1s9tlhsOPZ7JzFzGzIIUCnooUMKlNsDSWMJFfP231C9uwFiRqTOcahikbKxEIjhDRw0b/1rHO5M2jVTejm4BWTvfrbe6jtLP9tEow2Iyo39o4pQX3iiGsVAFd1ews/qTsTss9CyKFowumb2SmzgPqFHlHzaaQSeYF30Lwgo0SVUnw8adm8fzFBRyyazth4HGQcEMCi7Bzc4taMav2Rj6DiqWgh0U85RmtOWYEU0y45ZCOmefdxQstXaaxs6ZMryyr7WSfE/r55gcDAqhdI6g+OKgJJcUM1pGTkfCAEc5dYBxI9xdKb9ihnF0H1N3IYSvn/wWnP/shPud8PRX8/CoiqNGtsgPskNC8pscki45IT3CyYNX89a8de/RX/G/+5sLq+9VPRvkRfnb/wESALSO</latexit>(
ẋ = Hp

ṗ = �Hx
optimal control energy-driven 

heuristics
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Figure 4: Energy-driven heuristics to yield gradual focus of attention.

with the optimal control policy defined by ⌫. To some extent the temporal
evolution of ⇣ reflects the emergence of cognitive patterns of attentional fo-
cus. In fact, the disabling of the state (⇠0, w0)0 leads to ignoring information
that, in certain phases of cognitive development, is elusive. The focusing
pattern manifests itself not only on output neurons but also on hidden neu-
rons. It is interesting to note that this corresponds to a dilation/contraction
of time and that, as noted, it occurs for every neuron, at every instant of
time.

The role of  and ↵ is dual with respect to disabling the evolution of
the state. What are related biological issues? Is the active/inhibited
biological property somewhat related? What is the role of pruning
portions of the net by !? Is gating on both the network and the La-
grangian somewhat connected with SGD on large data collections?

2.1

2.2 Energy-driven heuristics
The mathematical apparatus that is used in this project leads to state a
fundamental result concerning the system dynamics that is framed in the
principle of conservation of energy [12]. The system dynamics evolves under
the energy balance

E = �H + D. (2)

This formal statement is derived from Hamiltonian equations and follows
the spirit of the energy conservation principle. The environmental energy E

turns out to be exchanged with the agent in terms of the variation of the
internal energy �H and dissipated energy D. We can see that any process of
learning corresponds an energy dissipation (term D). This result is aligned
with issues connected with the Cauchy’s solution of the boundary problem of
learning. In general, when performing on-line forward solution of Hamilto-
nian equations we end up into unstable configurations. This is well-known
also in classic LQ control problem, when we solve the associated Riccati
ODE equation. These issues of unstable dynamics are also quite popular

9
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CONSCIOUSNESS ISSUES 

B2 NARNIAN

note, however, that while the interaction protocol of LLMs is immediately
identified by the segmentation of the heosi symbol, the temporal interac-
tion conceived throughout the life of the agent at di↵erent moments of its
cognitive development must respond to higher-level questions. In partic-
ular, NARNIAN agents must decide when to act in the environment and
modulate the extent of their actions. Somehow, they must become aware of
the context in which they operate in order to act in a way that optimizes
behavioral indices that are not limited to measuring only the e↵ectiveness
on a single task. Fig. 5 gives an idea of the architecture that will be in-
vestigated to handle those consciousness issues. A natural solution arises
which consists of controlling the overall agent behavior by an appropriate
consciousness module that is expected to use exactly the same theory of
the optimization module described so far. It is in fact the responsibility of
the conscious module to modify the Lagrangian function, the optimization
module, and control the response according to high level environmental in-
teractions.

consciousness  
module

Lagrangian  
module

Optimization 
module

genetic objectives environmental 
information

conscious control

self-conscious control

response

Figure 5: Architecture to handle consciousness: The Lagrangian function, the optimiza-

tion module, and the response are properly controlled at a higher level of abstraction by

the consciousness module.

3.1 Lagrangian descriptions and invariances
The potential term of the Lagrangian is the dual of the loss function. The
solution of cognitive tasks can be formulated through a specific linguistic
description of the loss function. Furthermore, invariance conditions can be
explicitly expressed which, in the classic context of machine learning, give
rise to unsupervised learning (see e.g. invariance for visual tasks [16]). How-
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WAVE PROPAGATION
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MAXWELL’S EQUATIONS

Numerical Techniques for Maxwell’s Equations 3

general depend on the spatial location within the medium. If these electric
and magnetic fields (multiplied by ε and µ respectively) start out divergence
free, they will remain so when advanced forward in time by (1):

∂

∂ t
(div (εE)) =

∂

∂ t

(
∂(εEx)

∂ x
+

∂(εEy)
∂ y

+
∂(εEz)

∂ z

)

=
∂

∂ x

(
∂Hz

∂ y
− ∂Hy

∂ z

)
+

∂

∂ y

(
∂Hx

∂ z
− ∂Hz

∂ x

)
+

∂

∂ z

(
∂Hy

∂ x
− ∂Hx

∂ y

)
(2)

= 0

and similarly for div (µH). This implies that the relations div (εE) = ρ (where
ρ is the local charge density) and div (µH) = 0 need not to be imposed as
additional constraints. Neither of these quantities will change during wave
propagation according to (1).

Arguably, the simplest possible finite difference approximation to (1) is
obtained by approximating each derivative (whether in space or time) by
centered second order accurate finite differences, i.e.

Ex|n+1
i,j,k − Ex|n−1

i,j,k

2∆t
=

1
ε

(
Hz|ni,j+1,k − Hz|ni,j−1,k

2∆y
−

Hy|ni,j,k+1 − Hy|ni,j,k−1

2∆z

)

Ey|n+1
i,j,k − Ey|n−1

i,j,k

2∆t
=

1
ε

(
Hx|ni,j,k+1 − Hx|ni,j,k−1

2∆z
−

Hz|ni+1,j,k − Hz|ni−1,j,k

2∆x

)

Ez|n+1
i,j,k − Ez|n−1

i,j,k

2∆t
=

1
ε

(
Hy|ni+1,j,k − Hy|ni−1,j,k

2∆x
−

Hx|ni,j+1,k − Hx|ni,j−1,k

2∆y

)

Hx|n+1
i,j,k − Hx|n−1

i,j,k

2∆t
=

−1
µ

(
Ez|ni,j+1,k − Ez|ni,j−1,k

2∆y
−

Ey|ni,j,k+1 − Ey|ni,j,k−1

2∆z

)

Hy|n+1
i,j,k − Hy|n−1

i,j,k

2∆t
=

−1
µ

(
Ex|ni,j,k+1 − Ex|ni,j,k−1

2∆z
−

Ez|ni+1,j,k − Ez|ni−1,j,k

2∆x

)

Hz|n+1
i,j,k − Hz|n−1

i,j,k

2∆t
=

−1
µ

(
Ey|ni+1,j,k − Ey|ni−1,j,k

2∆x
−

Ex|ni,j+1,k − Ex|ni,j−1,k

2∆y

)

(3)
In the style of (2), we can see that (3) at each grid point exactly preserves
the value of discrete analogs of div (εE) and div (µH).

2.1 Space Staggering

A key to the long-standing popularity of the Yee scheme (3) [44] is the con-
cept of grid staggering. We illustrate this first in a simpler case, viz. for the
scalar one-way wave equation ut +ux = 0. Centered approximations in space
and time, on a Cartesian grid, result in two entirely separate interlaced com-
putations over the grid points marked “x” and over those marked “o” in
Fig. 1. By computing over only one of the sets, say, the point set marked “o”,
we save a factor of two in computational effort. This also avoids trouble with

… plus divergence equations
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MAXWELL EQS: INVERSE PROBLEM
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Abstract

This paper proposes the formulation of the Inverse Source Problem (ISP) in electromagnetism

as Linear Quadratic optimal control. The adoption of the Hamiltonian framework makes it possible

to express directly the distribution of the density of current J which better approximates a given

electromagnetic target express by the pair (E,B).

1 Introduction

2 LQ formulation of the ISP

Once properly discretized, Maxwell’s equations

8
>>><

>>>:

r ·E = ⇢
✏0

(Gauss’s Law)

r ·B = 0 (Gauss’s Law for Magnetism)

r⇥E = �
@B
@t (Faraday’s Law)

r⇥B = µ0J+ µ0✏0
@E
@t (Ampère’s Law with Maxwell’s correction)

(1)

can be written as a time-continuous dynamical linear system. Suppose we are sampling E and H

over n points and denote by En(t) and Bn(t) the corresponding sampling arrays1 Let us introduce a
dynamical system based on the x(t) = (E0(t), B0(t)). The system evolves according to the following
equation:

d

dt

✓
E

B

◆
(t) =

✓
0 �Dcurl

µ0✏0Dcurl 0

◆✓
E

B

◆
(t) +

✓
0

µ0J

◆
(t)

where Dcurl represents the discretized curl operator, and J(t) is the current density (external source).
Thus, the system can be interpreted as:

ẋ(t) = Ax(t) +Bu(t) (2)

with

A =

✓
0 �Dcurl

µ0✏0Dcurl 0

◆
, B =

✓
0
µ0

◆
, u(t) = J(t).

Additionally, the system must satisfy the following divergence constraints to ensure consistency:

DdivE(t) =
⇢(t)

✏0
, DdivB(t) = 0

where Ddiv represents the discretized divergence operator. Thus, the full system of discretized Maxwell
equations includes both time evolution (curl equations) and divergence constraints. We aim to track
a desired target signal z(t) at specific spatial locations by:

y(t) := C

✓
E

B

◆
(t) = Cx(t)

1For the sake of simplicity, in the reminder of the paper the index n might be dropped.
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This LaTeX code will render the compact linear system of Maxwell’s equations, with the discrete curl
operators and source terms, in matrix form.

DdivE =
⇢

"0

DdivB = 0

DcurlE = �
@B

@t

DcurlB = µ0J+ µ0"0
@E

@t

Let us introduce a dynamical system based on the x(t) = (E0(t), B0(t)). The system evolves
according to the following equation:
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INVERSE PROBLEM AS OPTIMAL CONTROL

where C is the measurement matrix selecting specific spatial points. We formulate the ISP as the
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This minimizes the cost function and ensures the system tracks the target z(t). It is worth mentioning
that solving the ARE might be really hard at the dimension involved in electromagnetic problems.
In the following section we propose using the Hamiltonian framework and exploit the fundamental
property of time reversibility of wave propagation which is typical of all fundamental laws of Physics.
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In general, solving the system involves forward integration of the state equation and backward inte-
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Now let us consider any interval [0, T ] with T < 1. Since Maxwell’s equations are reversible, if
z(t) = z(T � t) then Hamiltonian’s equations 6 are symmetric w.r.t. to [0, T ] and, therefore, we can
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We are now ready to state the following theorem:

Theorem 1. The LQ formulation of ISP corresponds with inverting Maxwell’s equations 2 into the
reciprocal linear system 9 which returns the current density J on the basis of the given electromagnetic
target expressed over a finite collection of pairs x = (E,B).

2

divergence equations on B, E
where C is the measurement matrix selecting specific spatial points. We formulate the ISP as the
discovering of

u
? = argmin

u

Z 1

0

h
(Cx(t)� z(t))0Q(Cx(t)� z(t)) + u(t)0Ru(t)

i
dt

subject to the nonholonomic constraint 2. The solution is obtained by solving the Algebraic Riccati
Equation (ARE):

A
0
P + PA� PBR

�1
B

0
P + C

0
QC = 0

The optimal control law is given by:

u(t) = �R
�1

B
0
Px(t)

This minimizes the cost function and ensures the system tracks the target z(t). It is worth mentioning
that solving the ARE might be really hard at the dimension involved in electromagnetic problems.
In the following section we propose using the Hamiltonian framework and exploit the fundamental
property of time reversibility of wave propagation which is typical of all fundamental laws of Physics.

3 LQ Optimal Control via Hamilton’s Equations

Let us introduce

H(x, u, p) :=
1

2
(Cx� z)0Q(Cx� z) +

1

2
u
0
Ru+ p

0(Ax+Bu)

where p(t) is referred to as the costate (or adjoint variable). The Hamiltonian is defined as

H(x, p) := min
u

H(x, u, p) (3)

which yields
u
? = argminH(x, u, p) = �R

�1
B

0
p. (4)

Hence, the Hamiltonian is

H(x, p) =
1

2
(Cx(t)� z(t))0Q(Cx(t)� z(t))�

1

2
p
0
Sp, (5)

where S = BR
�1

B
0. Hamilton’s equations are as follows:
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HAMILTONIAN SOLUTION
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where C is the measurement matrix selecting specific spatial points. We formulate the ISP as the
discovering of

u
? = argmin

u

Z 1

0

h
(Cx(t)� z(t))0Q(Cx(t)� z(t)) + u(t)0Ru(t)

i
dt

subject to the nonholonomic constraint 2. The solution is obtained by solving the Algebraic Riccati
Equation (ARE):

A
0
P + PA� PBR

�1
B

0
P + C

0
QC = 0

The optimal control law is given by:

u(t) = �R
�1

B
0
Px(t)

This minimizes the cost function and ensures the system tracks the target z(t). It is worth mentioning
that solving the ARE might be really hard at the dimension involved in electromagnetic problems.
In the following section we propose using the Hamiltonian framework and exploit the fundamental
property of time reversibility of wave propagation which is typical of all fundamental laws of Physics.

3 LQ Optimal Control via Hamilton’s Equations

Let us introduce

H(x, u, p) :=
1

2
(Cx� z)0Q(Cx� z) +

1

2
u
0
Ru+ p

0(Ax+Bu)

where p(t) is referred to as the costate (or adjoint variable). The Hamiltonian is defined as

H(x, p) := min
u

H(x, u, p) (3)

which yields
u
? = argminH(x, u, p) = �R

�1
B

0
p. (4)

Hence, the Hamiltonian is

H(x, p) =
1

2
(Cx(t)� z(t))0Q(Cx(t)� z(t))�

1

2
p
0
Sp, (5)

where S = BR
�1

B
0. Hamilton’s equations are as follows:

ẋ(t) = Ax(t)� Sp(t)

ṗ(t) = �C
0
Q
�
Cx(t)� z(t)

�
�A

0
p(t)

(6)

In general, solving the system involves forward integration of the state equation and backward inte-
gration of the costate equation, subject to appropriate boundary conditions. Basically we need to
impose (

x(0) = x0

p(1) = 0.
(7)

Now let us consider any interval [0, T ] with T < 1. Since Maxwell’s equations are reversible, if
z(t) = z(T � t) then Hamiltonian’s equations 6 are symmetric w.r.t. to [0, T ] and, therefore, we can
solve the ODE forwardly by using Cauchy’s initialization.

From Hamilton’s equation of the co-state we get

�R
�1

B
0
ṗ(t) = R

�1
B

0
C

0
Q
�
Cx(t)� z(t)

�
+R

�1
B

0
A

0
p(t) (8)

No, Dcurl is antisymmetric and, therefore, also A = �A
0 and, since B and R > 0 are symmetric we

have (R�1
B

0
A

0)p = (AR�1
B

0)0 �Au. Finally, if R is diagonal we have

u̇(t) = A
0
u(t) +R

�1
B

0
C

0
Q
�
Cx(t)� z(t)

�
(9)

We are now ready to state the following theorem:

Theorem 1. The LQ formulation of ISP corresponds with inverting Maxwell’s equations 2 into the
reciprocal linear system 9 which returns the current density J on the basis of the given electromagnetic
target expressed over a finite collection of pairs x = (E,B).
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where C is the measurement matrix selecting specific spatial points. We formulate the ISP as the
discovering of

u
? = argmin

u

Z 1

0

h
(Cx(t)� z(t))0Q(Cx(t)� z(t)) + u(t)0Ru(t)

i
dt

subject to the nonholonomic constraint 2. The solution is obtained by solving the Algebraic Riccati
Equation (ARE):

A
0
P + PA� PBR

�1
B

0
P + C

0
QC = 0

The optimal control law is given by:

u(t) = �R
�1

B
0
Px(t)

This minimizes the cost function and ensures the system tracks the target z(t). It is worth mentioning
that solving the ARE might be really hard at the dimension involved in electromagnetic problems.
In the following section we propose using the Hamiltonian framework and exploit the fundamental
property of time reversibility of wave propagation which is typical of all fundamental laws of Physics.

3 LQ Optimal Control via Hamilton’s Equations

Let us introduce

H(x, u, p) :=
1

2
(Cx� z)0Q(Cx� z) +

1

2
u
0
Ru+ p

0(Ax+Bu)

where p(t) is referred to as the costate (or adjoint variable). The Hamiltonian is defined as

H(x, p) := min
u

H(x, u, p) (3)

which yields
u
? = argminH(x, u, p) = �R

�1
B

0
p. (4)

Hence, the Hamiltonian is

H(x, p) =
1

2
(Cx(t)� z(t))0Q(Cx(t)� z(t))�

1

2
p
0
Sp, (5)

where S = BR
�1

B
0. Hamilton’s equations are as follows:

ẋ(t) = Ax(t)� Sp(t)

ṗ(t) = �C
0
Q
�
Cx(t)� z(t)

�
�A

0
p(t)

(6)

In general, solving the system involves forward integration of the state equation and backward inte-
gration of the costate equation, subject to appropriate boundary conditions. Basically we need to
impose (

x(0) = x0

p(1) = 0.
(7)

Now let us consider any interval [0, T ] with T < 1. Since Maxwell’s equations are reversible, if
z(t) = z(T � t) then Hamiltonian’s equations 6 are symmetric w.r.t. to [0, T ] and, therefore, we can
solve the ODE forwardly by using Cauchy’s initialization.

From Hamilton’s equation of the co-state we get

�R
�1

B
0
ṗ(t) = R

�1
B

0
C

0
Q
�
Cx(t)� z(t)

�
+R

�1
B

0
A

0
p(t) (8)

No, Dcurl is antisymmetric and, therefore, also A = �A
0 and, since B and R > 0 are symmetric we

have (R�1
B

0
A

0)p = (AR
�1

B
0)0 �Au. Finally, if R is diagonal we have

u̇(t) = A
0
u(t) +R

�1
B

0
C

0
Q
�
Cx(t)� z(t)

�
(9)

We are now ready to state the following theorem:

Theorem 1. The LQ formulation of ISP corresponds with inverting Maxwell’s equations 2 into the
reciprocal linear system 9 which returns the current density J on the basis of the given electromagnetic
target expressed over a finite collection of pairs x = (E,B).
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Stimulation of fresh ideas

• Regulated access to data collections and the challenge of 
CollectionLess AI - emphasis on environmental interactions

• Learning theory inspired from Theoretical Physics;  a pre-
algorithmic step: Cognitive Action, natural laws vs algorithms)

• Hamiltonian Learning  and dissipation

• Local SpatioTemporal Propagation (LSTP) as a proposal to 
replace Backpropagation in “temporal learning environments”

• Electromagnetic wave propagation
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